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INTRODUCTION

This volume brings together 11 papers written over the past
few years Ly faculty snd students and others connected in some way
and at sowe time with 0SU. Sowe of the papers, in particular those
by Miller, Johnson, Kupec, Stollenwerk, Vidlimaa-Blum, und Lee, were
originally written for graduate-level lecture courses and seminars,
while the others represent independently motivated work.

The common thread holding these papers together is that they
all touch on issues relevant to historical linguistics and to the
descrption and explauation of language chenge. They effectively
reflect current work being done in historical linguistics in general
and moreover are representative of those aspects of historical
linguistics that are considered especially important in the oOSU
Linguistics Department. Thus, there is a definite sociolinguistic
thrust to this collection, with saveral papers——those by Clark &
Joseph, Kupec, Stollenwerk, Vélimae-Blum, and Lee—focusing on
different aspects of dialect borrowing in lapguage change (though
each with its own special perspective, e.g. Clark & Joseph’s on
using a particular dialect borrowing explsnation in etymologiziny,
Lee’s on the relevant evidence for the interpretation of the extent
and direction of chenge from earlier stages of Indic, etc.) and on
the relevance of social factors iy the spread of linguistic
innovations.

At the some tiwe, though, the more formel side of language
chenge, along with other——especially internal-~types of motivation
for change is attended to in other papers, most notably those by
Nevis, Miller, and Joseph, snd in the Janda & Joseph collaborative
effort, a general theory of morphological change is advanced which
is tested and elaborated upon in Johnson’s paper. .

It shoulc bLe noted as well that change in virtually all
levels of language is covered, including phonetic change
(Stollenwerk), phonological change (Janda & Joseph, Johnson),
morphological change (Nevis, and, again, Jenda & Joaeph, Johnson),
worphosyntacic change (Miller), syntactic chauge (Joseph, and,
again, Nevis), lexical change (Kupec, Vdlimaa-Blum, Clark & Joseph),
and to a limited extent, semsntic chauge as well (in Kupec’s paper).

Finally, the variety of languagea covered is noteworthy:
Sanskrit, Middle Indic, Greek, Arabic, 01d Bnglish, Mcdern Bnglish,
Finnish, Sasame, and Estonisn each foirm the major focal points of one
or more of the papers, reflecting our belief that to understand the
general phenomenon, lungucge change, one sust investigate a wide
range of natural languages.

I would like to thank Sung-Ae Kim, Marlene Payha, and Hideo
Tomita for their assistance in the production of this volume.

BDJ 10/20/86
ii
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; Decliticization and Deaffixation in Saame:
Abessive taga¥

Joel A. Nevis

1. Introduction

Agglutination is an extremely common diachronic process in the
languages of the world. As one of the oldest and best-known theories
of the genesis of affixes, it has been used widely as a method of
reconstructing constituent order, as in Givon’s (1971) now weli-known
slogan "Today’s morphology is yesterday’s syntax." According to the
agglutination hypothesis, affixes are historically former words that
have lost their independence and huve cliticized onto a neighbor, only
later to fuse into the host as an affix, as in (1).

(1) WORD > CLITIC > AFFIX

There have been recent attempts to constrain and even refute this
methodology, c.g- by Anderson (1980) and Comrie (1980) among others.
In general, though, linguists have accepted the agglutinative cycle of
words, cven if only as a general tendency.

There are only a few instances of the opposite direction of
change in the literature on agglutination (e.g. Jeffers and Zwicky
1980, Janda 1981%, ¢ '..¢h an affix has become a clitic or a clitic
has become a word:

(2) AFFIX > CLITIC > WORD

T adopt some relevant terminology from Jeffers and Zwicky (1980). The
reanalysis of a word as a clitic is called cliticization and the
reanalysis of a clitic as a word decliticizaticn. The reanalysis of a
clitic as an affix is affixation and that of an affix as a clitic is
denffixation:

(3) Cliticizatjon: worD > CLITIC
Decliticization: CLITIC > WORD
Affixation: CLITIC > AFFIX
Deaffixation: AFFIX > CLITIC

In Suame (Lappish) deaffixation and decliticization are possible
developments. The abessive morpheme is traditionally viewed as a case
ending, but T will argue that it is in fact a clitic in most varieties
of N. Saame and Kildin Saame, and a full word in the Enontekid variety
of N. Saame (scction 2). Afterwards I will demonstrate that the
abessive originates historically as an affix (section 3 and 4).

2. _Evidence_for Synchronic Loose Status

The motivation for the clitic postposition status of abessive
Lag: ( baga) comes from its syntactic properties. It exhibits the

. ] -
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syntax and morphology of regular postpositions in that it governs the
genitive on the preceding noun phrase, it permits "conjunction
reduction", it attaches outside possessive enclitics, and it disallows
adjective-noun concord . A typical case suffix, in contrast, attaches
to a stem rather than a fully formed genitive noun phrase, does not
permit "conjunction teduction"”, attaches inside possessive enclitics,
and allows adjective concord wherever appropriate.

The paradigm in (1) shows the morphotactics of a noun. Notice
that case morphemes precede possessive morphemes. This is entirely
expected since the case endings are generally’ true suffixes and the
possessives are enclitics (Collinder 1949: 7, 1957: 193-94) - clitics
always attach externally to affixes when the two cooccur (cf. Zwicky
1977).

(1) POSSESSIVE PARADIGM for ak'ko ‘grandmother’
plus possessive -m ‘my’ (from Itkonen 1960:46-49)

STINGULAR
NOMINATIVE ak’ku-m
GENITIVE ak’ku-m
ACCUSATIVE ak’ku-m
TLLATIVE ak’'ku -sé-m
LOCATIVE akkosti-m
ESSIVE ak'ko nfi-m
COMITATIVE akko~inéd-m

PLURAL
NOMINATIVE akko-idé-m
GENITIVE akko -ida m
ACCUSATIVE akko-idi-m
TLLATIVE akko-id&-sam
LOCATIVE akko-i-ni-m
ESSTVE akko-ni-m

COMITATIVE akko~idd-m-guim
{5) MORPHOTACTICS of the Locative Plural

akko-(idd) -~sa -m ‘to my grandmother’
STEM-«(NUMBER)~CASE--POSS

In those dialects and languages that permit possessive plus abessive
at all, the abessive noun phrase has the opposite ordering, with
possessives preceding the abessive morpheme:

(6) MORPHOTACTICS of the Abessive (Ter dialecl of Kildin Saame
as reported by Szabé 1984: 168)

alaga-n-ta ‘without my son’
son-1SG-ABES

Either (6) displays an endoclitic possessive _n o as T argue here
-~ the abessive is not a true suffix.

ERIC 9
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Although adjective-noun concord is very limited in Saame, it does
appear in certain demonstrative and interrogative pronouns, in
cardinal numbers and in the adjectives buorre 'good’ and bshé ‘bad’.
True case suffixes exhibit agrecement, e.g. in (7), but postpositions
do not. The abessive patterns with the postpositions in this regard,
as in (8) below.

(7) AGREEMENT -- Locative Plural (Korhonen 1981:345)
birii-n mani~i-n ‘to the good children’

(8) NO AGREEMENT in Abessive (Sammallahti 1983: 174)
diefaid gapmagii~haga ‘without seven shoes®’
*E{eiai—haga gapmagii-haga

No case suffix permits "conjunctior reduction" (to use
transformational terminology), yet the abessive allows it, even
prefers it. Compare the conjoined noun phrases in (9) and (10), where
(a) rcpresents the full versions and (b) the reduced versions.
Conjunction reduction is also preferred for postpositional phrases, as
in (11), where relevant postpositjonal phrases are bracketed for ease
of exposition. Again the syntactic behavior of the abessive parallels
that of the postpositions.

(9) SUFFIX -- Comitative Singular (Sammallahti 1983:56)

lv ¢
a. ahciin Ja  Issahiin
father-COM and Issat-COM
'with father and with Issat’

s
b. *Ahdi-- ja Issdhiin
father(GEN) and Issat-COM
‘with father and Issat’
(10) ABESSIVE (Bartens 1984)

a. airoj-taga ja borjas-taga
oar-PL-ABES and sail-ABES
‘without oars and without & zail

b. airoj ja borjas-taga
ocar-PL and sail~ABES
‘without oars and a sail’
(11) POSTPOSITIONS (Bartens 1978: 17,77)

a. Jja ruchta {alemus varidi nala] ja (kaisait nala],
and runs highest mountains up and summits up

kos lze kalosaebbo.
where is conler

‘and runs up the highest mountains and up the
summits where it is cooler.’

O
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b. ja ruhtet {cuoikait ja bahka sivas] ala vare
and run mosquitos and heat reason high mountain

luokait.
along

‘and (they) run because of the mosquitos and heat
along the high mountain’

Finally, in all of the abuve exumples the abessive governs the
genitive on the preceding noun phrase. This is typical of regular
postpositions in the language. By comparison, true cuse suffixes
either have concord between appropriate modifier and head noun, or
else require a {default) attributive form for the modifier.

In summary, the abessive behaves synchronically like a
postposition and thus should not be considered a case suffix. The
only property distinguishing -taga and other postpositions is its
attachment to the preceding noun. The nature of this attachment is
not clear to me ¢t this point -~ there is no word-internal
phonological evidence to prove that the abessive attaches
phonologically. Therefore it does not deserve to be called a clitic.
Instead, it appears that -taga is simply a stressless postposition,
which cannot accept stress under any circumstances (Sammallahti
1983). I conclude that abessive _taga is synchronically a semi-clitic
postposition.<

In the Enontekid dialect of Northern Sanme, the abessive has
complete phonological independence and is not even a semi-clitic (much
less clitic) postposition:

(12) Western Enontekio: mun bdhcen haga ‘1 remain without'’
Eastern Enontekio: mun bihcen taga ‘I remain without’
I go without

In these parallel examples, haga and taga appear as adverbs and do not
require a host for cliticization or prosodic learning.

3. Comparative Evidence for Former Affix Status

To return to the historical side of the topic, it could be
argued that Saame retains what was in Proto-Finno-Ugric a full word,
which in all other Finno-Ugric languages underwent cliticization with
subsequent affixation. This is certainly a plausible parallel
development, considering that most Finno-Ugric languages are
agglutinative by nature. But comparative evidence uncovers certain
idiosyncrasies in nearly all the sister languages, demonstrating that
the abessive morpheme should be reconstructed as an affix in the
purent language.

Most of the Finno-Permic languuges huve cognate abessive case
endings (13); the Ugric branch exhibits a somewhat different cognate
set. The proto- form from which these Finno-Permic abessive are
derived is caritive ¥_pta plus lative ¥:k.

11



(13) ABESSIVE CASE ENDINGS (Bartens 1984)

Southern Saame -pta, -t’ta
Northéern Saame -t’ta, -taga

Finnish ~tta’, ~tta’
Mordva ']

Mari -té, ;sé
Udmurt -tek

Komi ~teg

Northern Saame taga displays a pleonastic lative *-k/-n (Korhonen
1981, Bartens 1984):

(14) taga < #ptatk+(e)k/n (Caritive ¥pta + lative *-k +
Pleonastic Lative x~k/-n)

This caritive clement appears also in an adjectival suffix -- in
the Finno-Permic languages it is formed with a -ma suffix (15a); in
the Ugric languages it hes an ¥-1 suffix (15b).3

(15)  ADJECTIVAL CARITIVES (Bartens 1984)

a. N. Saame <~tabme
Finnish -ton, -ttoma-

Mordva -vtomo, -vteme; -ftama, -ftama, -ftIms
Mari ~tom, -Osm
Udmurt ~tem
Komi -tem
b. Hanti (-tam, -tem, borrowed from Komi)
Mansi -tal, ~tal

Hungarian -talan, -tlan, -telen, -tlen

It is thus unlikely that *-pta was an independent word which
cliticized in all of the sister languages except for a few varieties
of Saame. And additional evidence shows that cliticizetion would have
had to take place at an early stage in the development of the
Finno-Permic languages. Most of these languages exhibit relic verbal
abessives in which the nominal abessive (*-ptatk) is attached to the
verbal base, as in (16) below. Since case affixes do not generally
attach to verb stems, or else require an intervening nominalizing
suffix, the relic forms are unpredictable and, again, not a likely
parallel development. Therefore the bound nature of the *-pta
morpheme ir due to genetic inheritance from the Finno-Ugric parent
language.

(16) vePPe” ‘3ESSTVE (Bartens 1984)

N. Saame (taebme)
Finnish -tta’, -tta’

Mordva g

Mari -de

Udmurt tek

Komi -teg

Hanti =13y, sk, <oy

ERIC
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The comparative method dictates that we reconstruct a
(derivational) suffix *-pta which in conjunct with lative ¥-k formed
an abessive vase ending and which in combination with derivational
suffix ¥-ma (or *_1 for Ugric) formed a camtive adjectival suffix.
Thus I posit the following development:

{(17) LATE PROTO -FINNO-UGRIC
*-pta
*-ptu-k ipta-mn
X, v} “pta-]
£ADY)
The methodology requires that the source for Northern Saame be a
suffix and that dealfixation and decliticization be innovations in

Nortbern and Kildin Saame.

4. Language-Inte~nal Evidence for Former Affixal Status

Language-internal evidence also indicates that the independence
of taga is an innovation. In most dialects of Northern Saame there is
another abessive allomorph, namely --t'ta (Collinder 1957: 190,
Sammallahti 1983:167-68), which does not have the word-1like
characteristivs of tagn. The -t’ta allomorph occurs with trisyllabic
stems, as in (18).

{18) gabmfis&-t’ta ‘without a (reindeer) skin’
{Collinder 1957: 190)

The tags allomorph occurs with stems having an even number of
syllables:

(19) dold-tigh ‘without fire’ (Collinder 1957: 190)

Although the two are in complementary distribution, the taga allomorph
is now spreading at the expensc of the -t'ta allomorph. This is
allowed because of stem allomorphy in the paradigm, whereby stem
allomorphs can allernate according to number of syllables, as in (20).

(20) gobmAsh-t’ta -- gabméis-t&gs ‘without a (reindeer skin)’
(Collinder 1957:19)

5. Summary

The scheme that U offer here requires that a former affix
sequence ¥-pta-k(-k/-n), which formed that abessive, have acquired a
certain amount of phonological independence ia several varieties of
Saame and later (in Enontekio) complete independence; these
developments are illustrated in (21):

(21) -pta-k-ek/n > -ptakek/-ptaken >> -taga > taga/huga
AFFIXES ATFIX CLITIC WORD

13
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Northern Saame has a semi-clitic abessive -taga which used to be a
true affix. In the Enontekic subdialect it has come to stand as an
independent word. I have explained that these two taga morphemes have
come about through, first, deaffixation and, then, decliticization.
The Saame data discussed here constitute a good example of the
opposite of agglutinmation: bound forms can acquire phonological
independence to become independent words. I conclude that "today's
syntax can be yesterday's morphology."

Notes

* This paper was composed at the Ohio State University, though I
prepared the final version ilile on the faculty of the University of
Michigan. The paper was presented to the 1985 LSA Winter Meeting in
Seattle. Transportation to that meeting was prov’2:i in part by
funding from the OSU Linguistics Department. 7ne ideas expressed here
in are the result of research carried out in 1983-84 while on
fellowship at the University of Helsinki (Supported by the
American-Scandinavian Fourdation and by the United States Educational
Foundation in Finland). I benefited greatly from the input provided
by University of Helsinki Professors Raija Bartens and Mikko Korhonen,
and I hereby express my gratitude to them.

1. The morphotactics of comitative plural guim reveal that it,
too, is a clitic postposition rather than a true suffix. See Nevis
(1986ms) .

2. A gemi~clitic is a prosodic learer, and does not interact
phonologically with the host. A veritable clitic has clear
phonological interaction with the host. See Nevis (1985a,b) for a
discussion of the relevant terminology with respect to Finnish and
Estonian.

3. In the discussion at the LSA meeting, Robert Austerlitz
suggested that the —ma suffix has the seme etymology as the deverbal
suffix -ma of Finnish. This would mean that the *pta + k combination
(i.e. derivaticnal plus inflectional suffix) merged into a case
ending, while #pta + ma (two derivational suffixes) fused into a
single adjectival suffix. If *pta wos a derivational suffix, “hen the
relic verbal abessive forms are no longer a mystery. Although
inflectional affixes are generally selective in stem selection, i.e.
limited to a single word class, derivational affixes can sometimes be
promiscuous in stem selection, relying on semantic rather than
syntactic information

4. This is Janda’s paraphrase of Givon's paraphrase cited above
in the first paragraph. However, neither Janda’s data nor my own
prove that deaffixation and decliticization have any effect on
constituent order.
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Decliticization im 01d Estonian®

Joel A. Nevis

1. Introductory Remarks

Agglutination is a universal diachremic process among the languages of
the world. As one of the oldest and best-known theories of the genesis of
affixes, it has been used widely as e method of recomstructing word order —-
as in Givon’s (1971) well-known slogan "Today's morphology is yesterday’s
syntax.” Givon’s methodology has been comstrained by some (e.g. Anderson
1980, Comrie 1980, and others) and has been refuted by yet others. 1In
gencral, though, linguists have accepted the agglutinative cycle of words,
whereby affixes are historically former words which have lost their
independence and cliticized onto a meighbor, inevitably later fusing into the
host as an affix. ’

According to Givon’s principle, an affix continues the positioning within
the word that its word source had within the phrase. Comrie points out by way
of criticism that some clitics exhibit a special attraction to the position
after the first constituent of a clause -- a positioning not shared by full
words. However, I have argued that these clitics are phonologically dependent
syntactic words (Nevis 1985a); in addition, examples of full words occupying
this "second position” slot are not uncommon (Nevis 1985a, Wackernagel 1982).
The clitics in question are generally sentential in scope (Kaisse 1985), and
are called 'second position’ or ‘Wackernmagel-type’ clitics. Second position
clitics have a peculiar resistance to completing the agglutination cycle, so
that Comric’s remarks are not to be rejected out of hand after all.

In Baltic Finnic one finds several Wackernagel-type clitics that have
been diachronically stable. Interrogative *ko, informal *s, and emphatic *pa
exist in mosi BF languages today as clitics, and continue that status from the
parent language, Late proto-BF. In Estonian these morphemes have been lost as
clitics, but instead of becoming affixes, they have either decliticized into
seperate words or disappeared altogether.

1.1. On the Agglutination Hypothesis

I adopt here the terminology of Jeffers and Zwicky (1980). By
cliticization 1 mean the reanalysis of a word as a clitic. Decliticization is
the reverse melanalytic reinterpretation of a clitic as a word. Affixation is
intended here to be a diachronic process: the reanalysis of a clitic as an
affix. Conversely, deaffixation is the change from a former affix to a clitic.

(1) a. WORD > CLITIC > AFFIX
cliticization affixation
(2) a. WORD < CLITIC < AFFIX
decliticization deaffixation
- 10 -
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“xamples of the agglutination cycle (i.e. (1) above) are numerous.
Bxarples of loosening (i.e. (2) above) are rare. One such example can be

found in Jauda (1981), who examines the history of the English gepitive marker
's, arguing that it is a clitic in Modern Bnglish with a source in Old English

as an affix.

Janda argues that deaffixation in this instance came about in Middle
English through the homophony of genitive —es and unstressed pronoun (h)ys
'his*, e.g. my moder ys sake (see Janda 1981 for more examples and details of
the analysis). Janda also suggests that, had it not been for this homophony
and deaffixation, Middle English would have lost genitive -es along with all
the other case endings (as hus happened in the Northern British dialects —

Janda 1981:fn.4). Janda’s analysis is not uncontroversial;l Carstairs (1985),

for exaxple, has an alternative account of deaffixation in Middle English.

Jeffers and Zwicky (1980) likewise offer an analysis from reconstructed
particles in Proto-Indo-Buropean that putatively falsifies the "tacit
assumption that that clisis is invariably one stage in an inexorable
development toward the status of an affix or toward ultimate oblivion™.
Actually there is no evidence to prove the clitic status of the particles in

their example — Second Position cannot be used as an indication of clitichood

here (Nevis 1985a). Even Wackernagel (1892) acknowledged the availability of
this slot for unstressed words in general (what he called quasi-enclitics).

Nevis (1985b) offers an instance of both deaffixaton and decliticization
of an inflectional morpheme in Norithern Lsppish.

There are other examples of deaffixation and decliticization in the
literature, but these usually involve changes in the lexicon (i.e. they are
derivational morphemes). Several these examples are discussed by Vesikansa
(1877) for Finnish. A common example in many parts of Burope i# the
decliticization of -ism (see Ariste 1968-69). In English, Finnish, and
Estonian, one can speak of all kinds of "isms", with ism itself having the
meaning ‘doctrine, theory’. )

(1953) tells us, Alfred Ludwig? postulated the Adaption theory, and later
Jespersen (1922) the Secretion theory. Both theories entail metanalytical
reanalysis. Underlying Ludwig’s Adaptation theory is a reanalysis of

derivational or emphatic elements as inflectional. Jespersen’s Secretion

As a reaction to the Agglutination theory of the origin of affixes, Tauli

theory involves a reanalysis of "one portion of an originally indivisible word

as coming to acquire a grammatical significence” (1922: 77). The possibility
of metanalytical reinterpretation in morpho-syntactic change also permits the
change from bound morpheme (i.e. affix or clitic) to full word.

0ld Estonian offers a further example of decliticization. In 0ld

Estonian two Second Position Clitics, namely interrogative es and emphatic ep,

are free words showing no phonological interaction with a preceding word.
Following Ariste (1973) and Alvre (1976, 1981), I argue that these two words
have their source in Proto-Baltic Finnic Second Position clitics *s and fpa.

1.2.

On Clitics

A clitic is a morpheme (possibly morphologically complex) having a mixed
word/affix status. This is to say that it has some properties of words and

some properties of affixes. Both diachronically end synchronically the clitic

appears to be intermediate between the word and the affix.
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Continuing along the lines of previcus work (Nevis 1985a), I adopt the
position that clitics are not primitive units of languages. Rather they fali
into two classes of derived phen>mena: (phonologically) bound words and
phrasal affixes. The former is a special kind of word, the latter a type of
affix. The bound word, in particular, has the syntas of words, but the
phonological properties of affixes.

The Finnish clitics ~pa/-pa, -ko/kd, and -han/-h#n are bound words, as
argued by Nevis (1985a). Although positioned with respect te the scentence as
a whole, these morphemes cannot stand alone as independent words. Their
phonological subordination to a preceding word is demonstrated hy the
application of vowel harmony. Vowel harmony operates over the phonological
word, never beyond. Thus it can he used as a test for clitichood in Finnish:

tuuli~han ‘the wind, you know’ ~- ttuuli-hén
tyyli-hdn ‘style, you know’ -- %tyyli-han

The Baltic Finnic clitic,as represented by Finnish, are Wackernagel-type,
or Second Position (2p), clitics. These clitics are bound words that, in an
otherwise free constituent order language, occur strictly positioned after the
first constituent of the clause and enclitic on it. See section 2.1. for
examples.

Second Position clitics (or actually Second Position bound words) have a
particular resistence to affixation -~ both to phrasal affixation and to
regular affixation. I demonstrate this point with data from Old Estonian.
The Proto-Baltic Finnic Second Position clitics inherited by Estonian show
some instability, namely decliticization. On the basis of the Baltic Fimnic
data, I offer a general account of possible and probable developments for
Wackernagel-type clitics.

2. Ep and Es in Estonian

There are no Second Position clitics in Modern Estonian. From the point
of view of her sister languages, a gap exists in Estonian. To account for
this gap, one assumes that decliticization has taken place only in Estonian.
This analysis is supported by two kinds of evid.nce. There is first an
argument hased on complementarity -- where the other Baltic Finnic languages
have 2p clitics, 01d Estonian has full words. The second argument relies on
shared relic forms in all the Baltic Finnic Languages. Some support comes
from a third source -- relic forms in Estonian alone.

2.1. Wackernagel's Law

Cognate morphemes in sister languages are Second Position, or
Wackernagel-type, clitics. That is, they are phonologically bound words which
are attached to the first constituent of a clause (no matter what that
constituent may be). Corresponding to Estonian emphatic ep are emphatic
c¢litics in the various sister languages:

(3) Finnish -pa/-pa Tule-pa kotiin
come~EMP home
Karelian -bo mida-bo
what-EMP (Ahtia 1936:9)
Lyydi mida-bo
what -EMP (Larjavaara 1979:109)




IE

-13 -

Similarly, the BF cognates to Estonian interrogative es include Finnish,
Rarelian, lyydi, Veps# -s, which indicates not interrogativity, but
informality (i.e. -s is a register marker). I account for the semantic
discrepancy below in section 3.4.

(4) Finnish -s: tule-s ténne
come IF here

Karelian L ottakkoa-s ‘take (2PL IMP)’
take(2PL)~IF (Ahtia 1936: 132)

These are a subset of the various BF sentential clitics that obey
Wackernagel’s law. Other such clitics include BF ~ko, northern BF -hanﬁﬁﬁn,
Lyydi-Vepsa g and a few more clitics (Penttild 1957, Ahtia 1936).

(5) Finnish  =<han/--hiin anna~han menné ‘let her/him/it go’
give ‘HAN go

"N
Votic -ko eviit-ko sé 'don’t they eat?’
not-Q@ eat (Ahlqvist 1858:5)

Lyydi se kod’ii se ruoh nu tulda en

home EMP dare come not
‘Home I didn’t dare (to) come’
(Larjavaara 1979: 116-17)

On the basis of comparative evidence, we want to reconstruct for
Proto-Baltic Finnic at least three Second Ponition clitics: emphatic *pa,
informal *s, and interrogative tko. The other clitics are more recent
innovations. There are few traces of these clitics in Modern Estonian. For
this reason one lovks to ep and es, which correspond roughly in meaning and
positioning, as continuers of the clitics.

Beyond the evidence presented in the following section, it is not
entirely clear that *pa and tko were true clitics and not just quasi-enclitics
(i.c. stressless words) in the parent language. It turns out that their
clitichood has no bearing on the decliticization analysis I present below,
since clitichood can be established for Old Estonian on the basis of internal
reconstruction.

2. Estonian ep

Ariste (1973) contends that Estonian affirmative emphasis marker ep is a
direct continuation of Proto-Baltic Fimmic clitic *pa. It appears in roughly
the same sentential slot as -pa in other BF languages, and it has the same
meaning. Ariste cites a number of examples from turn-of-the-century Estonian
and from the modern dialects. I repeat select ones below; for a more complete
listing 1 refer the reader to Ariste (1973).

Emphatic ep is generally located after the first constituent of the
sentence, as in the following examples:

{6) selle kivi peal ep kolgitigi neid riideid
this rock on EMP pounded these clothes
‘on this stone one pounded the clothes’
(Ariste 1973:33; originally from Saareste 1958)

O
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{7) Mis ep saawme naha
what EMP get see
‘What do we get to see’

(8) Need ep vist sinu omad ongi?
these EMP probably your own is-EMP
‘These are probably your own?’

(9) Siis ep ilmub Isakene, Tuleb taevast taadikene.
then EMP appears daddy comes sky-EL granddaddy
‘Then Daddy appears, granddaddy comes from the sky.’

(10) See ep siis tuli, et temal vecl tihli sBbradele oli anda
there EMP then came that him still often friends-AL was give
‘There then it came that he still ,ften had a gift for friends’

(11) See ep see on, mis suurem rahvahulk,
that EMP that is what larger crowd

et vanal viisil m6tleb, dra moista ei voi
that old-AD way-AD thinks understand not can

‘That is that, what a larger crowd that thinks in the
old way cannot understand’

Most examples involve a one-word constituent st the beginning of the clause,
but examples like (6) above show that multiword constituents can occur before
ep as well., The location of ep in second position is not strict, however, as
demonstrated by (12).

(12) Tana ndeb ta kirikus Hildat ja temale ta ep lilled
today sees he church-IN H. and her-AL he EMP flowers
viibki
brings-EMP
‘Today he sees Hilda in church and to her he brings
flowers’

Thus, ep appears in the “third" slot in this example. Ariste further suggests
that it can occur in sentence-initial position: gsee ep > ep see.

Not only has ep acquired phonological independence in its development
from Proto-Baltic Finnic, but it seems to have acquired a certain amount of
syntatic freedom as well. Numerous relic forms remuin in the modern language,
so that we Xnow that ep was a bound morpheme. These are discussed below in
section 4.2.

2.1. Negative ep

Ariste points out that Wiedemann (1857) considered (e)p a clitic in his
dictionary, but confused it with the negative verb ep. The old third person
singular of the negative verb was ep; it has been replaced in modern Estonian
by ei, which has now spread to all persons and numbers. Nonetheless one still
finds in the modern language e¢p ole (= ei _ole) ‘is not’ and ep olnud (= ei
olnud) ‘was not’ alongside their proclitic forms pole and polnud.

21
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The continuation of Proto-Baltic Finnic #pa is affirmative emphatic ep,
not negative verb ep.

3. Estonian es

Modern Estonian exihibits several es words, only one of which is a direct
continuation of Proto-Baltic Finnic #s. "“The various homophonous morphemes are
discussed below.

3.1. Interrogative es

01d Estonian interrogative es has been discussed by Ojansuu (1922) and
Alvre (1976, 1981). It is a Second Position word, as seen in the 1686 New
Testment examples that follow (from Ojansuu 1922: 93-94).

(13) Niilid es tee uSSute (Joh. 16: 31)
now Q you believe
‘Now do you believe?’

(14) Kelt es Se Proweet Sedda iitlep (ApT. 8: 34)
whom-ABl. Q the prophet that says
‘About whom does the prophet say that?’

(15) Kumb es Se Suurem KiSk om S#duSSen (Matt. 22: 36)
Which & the larger order is law-ILL
‘Which is the greater command under/accordlng to the
law?’

(168) Mist es minna Seddd ped tundma (Luk. 1: 18)
What-EL Q I that must know
‘How should I know that?’

(17) Mink ka es Sis Soolata (Matt. 5: 13)
What also Q then salt
‘What kind then should you be?’

(18) mirditse es teije Sis peiite ollema (Joh. 6: 30)
what-kind Q you then must be
‘What kind then should you be?’

(19) Mirast Tdhte es Sinna teet ...? (Joh. 6: 30)
What-kind letter Q you make
‘What kind of letter/mark are you making ...?

(20) -iritsel Nimmel es teije Sedda ollete tennu? (ApT. 4: 7)
what-kind name © you that are done
‘In whose name have you done that?’

(21) Kes om minno Eom#, ninck kumma es omma minno Welle
who is my wmother and which Q is my brother
‘Who is my mother, and which is my brother?’ (Matt. 12: 48)

Exapples (17 19) demonstrate that location in the sentence is determined by
constituents, not words, since interrogative es appears not after the first
word of the clause in these examples, but after the first constituent. One
exanple shows that, like emphatic ep, es can occur elsewhere in the sentence
'tﬁ' in Second Position.

ERIC 292
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(22) Kellega teie es sin tahate kdnelda

whom-COM you Q here wunt speak
‘With whom here do you want to speak?’
(from Wiedemann’s Grammar, cited by Alvre 1976: 316)

Several of early examples still show es as a clitic. The word cannot maintain
any phonological independence since there 1s no vowel present. All s examples
are written togethe. with the preceding word (23-24), so that we have
orthographic evidence that es wns once a Second Position Clitic.

(23) -~ Kustas meije Lanen ni paljo Leiba Same (Matt. 15: 33)
whence-Q our kind get so much bread get
-- from where does our Kind get so much bread?’

{(21) Sinnas litsinda wor.. ollet... (luk. 24: 18)
, you-Q alone stranger are
- ‘Are you alone the/a stranger...?

In both of these examples, the final s of the first word (Kustas and Sinnas)
is the interrogative clitic.

There is a semantic discrepancy in the correlation between Estonian
interrogative es and BF informal -s. 1T deal with this problem below in
section 3.4.

3.2. Conjunction es

Interrogative es is homophonous with, and according to some,
etymologically identical to conjunction gs. The latter is found in a
seventeenth century Southern Estonian verse, as well as in 0l1d Finnish (that
is, the southwest dialect used by Agricola, Finno, and Hemminki). In both
Southern Estonian and 0l1d Finnish, Ojansuu (1922) tells us, es had the meaning
‘1f, although’. Ojansuu's contention that 2P interrogative es originated in
initially positioned conjunction e¢s is a viable alternative account to
Alvre’s, so it must be examined in detail.

In all of Ojansuu’s examples, conjunction es begins the clause, as
conjunctions generally do in Finnish and Estenian.

(25) South Estonian:
Es mejie juhren olles Sedda pattu ni palju
if our place being that sin  so much

Jummala juhren om wehl ennamb armu.
god’s place is still more favored

‘If in our place was so much of that sin, Gud’s place is
even more favored.'’

(26) Agricola:

Eipe heiden pidhe woittamnn ... Es quinkn corkiaSti
not-and they must win although how highly
he lendeuet: - esquiga he  ennen cucoiStit .
they fly although-how they before flourished
O
;

29



17 -

‘And they must not win ..., No matter how high they fly;
=== no matter how they flourished hefore.’

(27) Finno:
es cuSa Tnhiminen olis
if where person would-be
'if ¥ person would be somewhere’
(28) Hemminki:
Es cuca vihans padhén nacka
if who anger head-ILL flings
‘If someone flings his anger into his head’

Conjunction gs is derived from a former demonstrative
pronoun/relative/indefirite pronoun stem *e~. The e-stem also occurs in the
Finnish conjunctions ettd ‘that", ellei ‘if not’, and dialectal elld ‘if’, and
in Estonian cob-kumb ‘either (one or the other)’, cf. Hakulinen (1979: 74),
Paasonen (1906) finds cognates of the Baltic Finnic e-system in Mordvin,
Zyrian, Votyak, Ostyak, and Hungarian, and suggests that the e-stem is a
variant of the ,jo-stem (c¢f. Finnish jo-s 'if’ just lile conjunction e-s).

The s in conjunction es is a lative ending, whidl. " - also found in the
Finnish conjunctions ,jos 'if’ and koska 'because, when' (the ~ka here is a
former clitic -- see Nevis 1984), and in the adverbs alas ‘down’, yl8s ‘up’
and pois ‘away’.

OJjansuu proposes that conjunction es is the source for interrogative es.
His proposal would require that there was a change in positioning in the
sentence, a semantic change ‘if, slthough’® > ‘whether’, and a ghift from
dependent clause to main clause. It would leave open the question of why
there is an sbsence of 2P clitics in Estonian and it would leave unexplained
all the relic forms in Estonian (cf. section 4 below). Ojansuu’s account
would have to posit not only the two syntatic changes and the semantic change,
but also a phonological change (enclisis-~ examples (23) and (24) above have
clitic -s).

Since some dialects have both interrogative and conjunction es words,
Ojansuu would also have to assume a syntactic and semantic split.

3.3. Past Tense Negative es

Interrogative es is also homophonous with another unrelated form in the
language, namely negative past tense es. Some of the Estonian dialects have
innovated a past tense for negative verb (stem in e-). In general in Baltic
Fimic, the negative verb e~ has a defective paradigm. It may be inflected
for person and number, hut not for mood and tense. The Estonian dialects have
allowed the negative paradigm to include tense, so that e-p is present tense
and e-s ic past tense, just like laula-b 'sings’' and laula-s ‘sang’.

(29) es nde’ timd miDaGi' (Savijarvi 1981: 111)

not-past see s/he something
‘She/he did not see anything’

O
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3.4. Interrogative Negative es

A Hiird lhomophonous es vomes from the negutive verb e- plus clitic =s or
from clitic combination ko 5. As in Finnish, the negative verb ei combined
with ¢litics 3ko and g to form a single lexicalized unit: es ¢ *ei-ko-s.
(Finnish has eikds, eiks.) The difference hetween the affirmative and
negative interrogatives can be seen in the morphology of the following verb
and in the positioning of the particle es. If the main verb is marked for
person and number, then the cooccurring es s affirmative: if the main verb is
not marked for person and number, then the cooccurring es is negative. The
reason for this is that the negative in Baltic Finnic 1s an auxiliary verb and
takes the person and numher marks while the main verb has a special complement
form. Also, if affirmotive e¢s is used, then the particle is located in Second
Position. But if negative es is used, the particle is always
sentence-initial. This is hecause the negntive verb counted as the
sentence-initial constituent to which 2P ¥*-ko-s attached. Relevant examples

. are (30) and (31). Example (30) has finite main verh om ‘is’ (predecessor to
modern Estonian on) rather than negative complement ole (as in (31)). Tt
further exhibits 2P ¢s instead of initial es.

(30 01d Estonian: (= (15))
Kumb ¢s Se  Suuremb KASK om Sidussen (Matt. 22: 36)
wWhich Q the larger order is law-ILL
‘Which is the greater command under/according to the law?’

By contrast, the dialect example in (31) has the negative complement ole ‘be’
rather than main verb on ‘is’. And in thic example es is initial rather than
second.

(31) Poltsaman dialeat (SW Estonian) from Alvre (1976: 346):
ed ta alvem ole
not-Q it chenper be
‘Isn't it cheaper’

1. Relic Forms

Evidence for the declitic anulysis of Estonian ep comes from the
existence of relic forms in all the Baltic Finnic daughter languages. Shared
relic forms indicate that the parent language had bound words rather than free
words. Further evidence lies in the large number of relic forms in Estonian
itself (not shnred with sister languages) showing that the sources for 9ld ‘
Estonian ep and es were clitic before the 01d Estonian period - pre-Estonian
at the Intest, most likely Proto-Baltic Finnic.

4.1. Relic Forms in Baltic Finnic

All of the BF daughter langusges exhibit relic forms which indicate thnt
Second Position enclisis 1s inherited from the parent language. These 1nclude
emphasis word juba/jopa ‘even’, negative plus interrogative eks/eiks/eikos,
and negative plus connective ggas/eikas.

According to Kalima (1936), all the BF languages have words that
correspond to Estonian juba and Finnish jopa, both of which have an
1hosyncrst ic, unpredictable meaning. The etymological source for juba/jopa
‘even’ is an old Germanic loanword ju, (Finnish jo) 'already’ (Raun 1982: 21,
«f. Gothic ju) plus emphatic ¥pa. The result is not semantically

o RS
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compositional 'even already’ but a special emphasis word. Juba/jopa has a
typical syntax for a phonological word containing a Second Position Clitic; it
can appear in other than initial position.

(32) from Kalima (14.6: 144):

Finnish jo Jopa
Estonian juu Jjuba
Livonian ju juba, jub, j va

All BF languages likewise show relics of combinations informal clitic
*s. Standard Finnish, for example, has en-kd-s ‘don’t I?', et-kd-s ‘don’t
you?’, ei-kd's 'doesn’t ?’, etc. Colloquial Finnish has giks ‘doesn’t 2'.
Estonian has eks ‘doesn’t ?'. All of these come frow the negative verb (stem
in ez) and interrogative clitic tko with optional informal clitic ¥s. The
appearance of this form in Estonian is particularly surprising since it does
not have the two clitics in question elsewhere.

(33) a. Fiwnish 156 en-k(8)-s
25G et~k(8)-s
356G ei-k(o)-s NEG-Q-IF
IPI, erme~k(%)+s
2PL ette-k(o)-s
3PL eivat-k(s)-s

b. Estonian eks < eifep + ko + s
NEG +Q + IF

Finally, the negative verb can combine with a former clitic conjunction
*ka (see Nevis 1984) and informality marker #s. Finnish has en-kdi~s ‘and you
don't’, ei-ki-s ‘and he/she/it doesn’t’. Estonian has egas ‘and doesn’'t’.
Again the presence of Estonian egas is unexpected here, since it displays (a
relic of) clitic *s.

(34) a. Finnish 1SG en-ki-s
25G et-kd-s
35G ei-ka-s
1PL emme=-k3-s NEG- CONJ-IF
2PL ette-kd-s
3PL eivdt-ka-s

b. Estonian egas ¢ xeifep + ka + s
NEG + CONJ + IF

In summary, the complementarity of Estonian es and ep with the other BF
languages’ Wackernagel type clitics suggests a common origin. The relic forms
juba/jopa, eks, and egas indicate that the forms were once bound in BF. More
evidence for the bound nature of these morphemes comes from strictly
language-internal facts.

4.2, Estonian relics

Alvre (1981) cites a number of Estonian relics forms in which bound s
continues former clitic ¥s or clitic combination ¥-ko-s. Bound s has an
interrogative function here, even if unly redundantly in conjunction with some
of the interrogative hosts -- e.g. kuna ‘when’ -- kuna-s ‘when’.
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(35) From Alvre (1981):
Kuna-s ‘when’
Kuida~-s ‘how’
palgu-s, palju-ks ‘how much’
ammu-s, ammu-ks ‘early?’
ilma-ks ‘free?’
Jjuba-ks, jooks ‘already?’
kaua-ks, kaVva-s ‘far?’
¢ kaugele-ks ‘far?’
kuni-s ‘up to what? as far as what?’
mina-ks ‘me?’
sina-ks ‘you?’
mitu-ks ‘how many?’
muiduks ‘otherwise?’
nonda-ks 'like this?’ thus?’
onvks, on-s ‘is?’
oli~ks ‘was?’
pea-ks ‘has to?’
veela-ks ‘still?’
vihe-ks, vihd-s ‘few?’

Dialectal forms include tuli-ks ‘came?’, riikkisi-ks-ma ‘did 1 speak?’,
vptsi-ks-me ‘did we take?’, anfsx-ks ‘took?’, miga-s 'what?’, kumb-s ‘which
{of two)?’, and ken-s 'who" (Alvxe 1981).

Therc are also a number of -p-relics in Estonian. The list in (36) is
taken from Ariste (1973: 36):

(36) see’p see on ‘that's that' (1it. that-EMP that is)
kiillap ‘certainly’
siisap ‘then’
siiap ‘hither’
temap ‘he/she’
nondap ‘thus’
samap ‘same’
sinap ‘you (SG)'’
minap ‘I’

Kustap ‘whence’
sealap ‘there’
annap ‘give!’
tulep ‘come!’

The -p-relics show greater variety in "host selection™. _p attaches
primarily to pronouns and edverbs, but can also be found connected to
imperative verbs.

Former clitics #pa and *s cooccurred in some instunces, us revealed in
relics eps ‘doesn’t?’ e= negatxve verb plus ¥-pa plus *- s, nondaps ‘dann
so’ < nonda ‘thus’ plus * -pu-s, teps 'hlnfort, von nun an’ < Le¢ ‘do!’ plus
*-pa-s, astag ‘erst, soeben’ < vasta ‘just’ plus ¥-pa-s (Alvxe "1983).

In some instances relics _(k) s and -p have acted prophylactically to
retain an apocopated vowel. For example, interrogative veela-ks 'still?’
retains older final 2 but veel ‘still’ does not; it shows the effects of
apocope. And kustap ‘whence ‘e (EMP)’ likewise retains older final a, while kust
‘whence’ does not. In fact, a good number of Proto-Baltic Finnic case
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suffixes ended in a or i (according to vowel harmony). These final vowels
were generally .pocopated, unless a clitic such as -s or -p prevented apocope.

(37) ELATIVE ~st { -sta/-std

INSSTIVE =s ¢ wssa/-ssd
ABLATIVE -1t < -~lta/-1ta
ABESSIVE -1 4 Ha/-113

Non-initial d became e in Estonian.

The result of apocope in Estonian was that the final vowel came to be
reanalysed not as part of the stem, but as part of the =3 or =p morpheme.
Thus, when *keltd lost its final vowel while tkeltd s retained the vowel, the
result was a realignment of the vowel with respect to the morpheme boundary
(see also Alvre 1981):

(38) keltds > keltes > kelt us
keltd > kelt

One would expect also as as a remnant of back vowel harmonic -a (e.g. kusta-s
> kust as), but I assume that leveling was responsible for the spread of es
at the expense of as. A parallel reanalysis is necessary to explain the
development of ep (section 5.1.).

—r

Tt is impossible to account for these relic forms in the cliticization
approach -- retention of a former morpheme-final vowel cannot be reconciled
with language-specific agglutination of an egs or ep word. Instead, these
relic forms demonstrate that independent es and ep used to be bound morphenmes,
and thus decliticization is required to account for their development.

5. Cclitic Development in Estonian and Finnish

That ep and es are independent words arising from phonologically
& dependent words is clear from the preceding discussion. What remains to be
accounted for is the semantic shift from informal -s to interrogative es.

On the basis of the Finnish and Estonian data, I propose a general
account of possible and probable developments for Wackernagel-type bound
words. Old Estonian es and ep demonstrate that decliticization is one
possible course of change. O0ld Estonian also shows loss of former
interrogative clitic *ko. Finnish —ko/-ké and -pa/-pd reveal that clitics of
this sort can be fairly stable as well. Affixation is also possible, though
rare ~= Finnish informal -s is one such example.

5.1. Decliticization in 0ld Estonian

Both es and ep were once phonologically bound words. The two
decliticized st roughly the same time and in the sawe manner. When final
vowels were apocopated circa 1250-1500 AD (Raun and Saareste 1966: 59, Kask
1972: 155), clitics *-pa and *_(ko)-s acted prophylactically in preventing
apocope:

(39) PROTO-BALTIC FINNTC OLD ESTONIAN after apocope

a. *keltd S kelt
: *kelti-s “ fkeltd-s
b. *paidlld N %piill
*pidlla-pd Y xphalli-p
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(Recall non-initial ¥8 > e: note also diphthongization *38 > ea and
certain degeminations.)

once the default instance is the apocopated stem and the less common
instance is the vowel allomorph before a clitic, the situation is ripe for
reinterpretation. The morpheme boundary is "moved", so to speuk, such that
the vowel is considered part of the clitic:

(40) kelte=s > kelt-es
peale-p > peal-ep

And once vowel harmony is lost as a productive rule (circa 1650 AD --—
Raun and Saareste 1966: 65), there is no longer any evidence that —es and —ep
are phonologically dependent words rather than independent (though unstressed)
words, i.e. quasi-enclitics. Since the rule that is responsible for
phonological subordination consequently lacks motivation, it disappears from
the language altogether, and the clitics are no longer "clitic" but
independent. In other words, bournd words are marked with respect to
independent words, and I propose that decliticization here is an instance of
the more general case in which marked become vnmarked forms.

Although one would expect both es, ep end as, ap from the Proto-Baltic /
Finnic clitics, one finds only the e-vowel descendents. The two e/a
alternates would be the continuaiions of former vowel harmonic alternates &/a
as explained in section 4.2. T have been assuming that the g-stem allomorphs
spread at the expense of the g-allomorphs (except in instances of
lexicalization -- section 4.2). Leveling of this type is confirmed by cases
where neither e- nor a- sources occurred. Examples (7-9, 11, 13, 17) above,
have ot had an interveni-g vowel between the host and the clitic (or else had
a different vowel).

(7) Mis ep ...
what EMP

(8) Need ep ...
these EMP

(o) siis ep |
then EMP |

{11) Sec¢ ep ...
that EMP |

(13) Ntitid es ...
now Q

(17) Mink ka es ...
what also Q

Thus, for example, Mic ' {7} does not reconstruct with a vowel (i.e. not
¥misd-pi;. These examples demonstrate the productivity and spread of es and
¢p at the expense of the a~variants.

When former *s and *pa failed to decliticize in Estonian, they were

lexitalized to specific lexeme and morphome combinations. Therefore the 3
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productive forms ep and es did not spread to every item. One finds a similar
lexicalization with Finnish informal -s.

5.2. Affixation in Finnish

In Nevis (1985a) I argue that Finnish =s is not a clitic but an affix.
It is no lomger productive insofar as it does not combine with just anything.
It can be found in four . .uatioms: it attaches to clitics -ko/-kd and .
zpa/-p8 (but not to clitics -han/-héin ‘you know, I wonder, by golly’ or
=kin/-kaan/kiiéin ‘also, too, neither’), it attaches to interrogative pronouns
kuka ‘who’ and mik#i ‘what’ and relative promoun joka ‘who’(but not to other
pronouns, e.g. se 'it, that’ or ming ‘1'), and it attaches to imperatives like
otta-kaa-s ‘please take’ but not other verbal moods(e.g. %otta-a-s ‘takes’).

This restricted distribution is uncliticlike. Affixes typically impose
restrictions on host selectionm, but clitics do not -~ they are genmerally
promiscuous in attachment (Zwicky 1977, 1984). All occurrences ¢f Finnish
informal -s can be accounted for by assuming that the s-forms are allomorphs
of the non-s-forms. That is, tule-pa-s (come~-EMP-IF) is not trimorphemic, but
bimorphemic tule-pas, where -pas is simply the "informal" allomorph of -pa

Note that the two classes of phenomena in Finnish that allow informal -s
are interrogative morphemes (interrogative pronmouns plus their near cousins
the relative promouns, as well as the interrogative bound word -ko/-kd) and
euphatic morphemes (imparatives and emphatic clitic -pa/-p#). The connection
. to the former is revealing. It shows the crucial link between Finnish
informal -s and Old Estonian interrogative es.

I propose that the primary source for Estonian es was precisely this
lexicalized clitic *zke-s > -ks (> =s > es). Interrogativity originates in
the former Second Position clitic %ko, but through successive stages involving
lexicalization of -ko-s and upgrading colloquial -k{o)s, the meaning is now
continued in es.

5.3. Clitic Loss

Proto-Baltic Finnic interrogative clitic ko is now lost in Estomian. It
played a role in the development of es, as described above, and it is found in
relic forms eks, veelaks, and a few other relics (see (35) above). The loss
of ¥ko probably came about through regular sound changes in the language.
Agocope (circa 13th century -- Raun and Saareste 1966: 63) would have drepped
the final vowel, hence ¥gi-ko > *ei-k, and loss of final *n, k, h would have
dropped the now-final consonant (Kask 1972: 155-156), hence *ei-k > ei. The
result is the awkward situation in which all interrogatives with former *ko
become homophonous with declaratives.

Interrogative ¥-ko and gs (now archaic and dialectal) have been replaced
by kas. Kas is positioned clause-initially and is of uncertain origin. Alvre
(1983: 82) attributes to L. Kettunen the suggestion that kas came from the
imperntive verb katso! ‘look!’. But bimorphemic ka-s with relic of former
interr.gative clitics *-ko-s is just as likely (see Alvre 1983).

5.4. Wackernagel’s Law

. Bound words that occur in Sentence Second Position are oftentimes stable.
They rarely complete the agglutination cycle Ly becoming affixes. This is
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because they are frequently incompatible semantically with the host. There is
often no semantic or syntactic connection belween the Wackernagel-type bound
word and the initially positioned constituent. Affixation cannot be ruled out
completely, as evidenced by Finnish informal -s (section 5.3), but it seems to
be one of the least likely developments of a Second Position clitic.

If the Wackernagel-type clitic is not stablr then it is either lost from
the language (as with Proto-Baltic Finnic #*-ko in Estonian) or it becomes
independent (as with Proto-Baltic Finnic ¥-s and %-pa). Steele (1976) offers
yet a different possible course of development -- the Second Position clitic
can turn into another kind of clitic. In several Uto-Aztecan languages, the
Wackernagel-type clitic inherited from the parent attachment to the initially
positioned constituent preceding it to the verb which followed it. VYaqui is
an example:

(41) 2inepo ne-2ua-me?ak (Steele 1976: 554)
1 I ~it-threw
‘T threw it’

The former Second Position clitic pronoun ne no longer attaches to the first
constituent in the sentence but to the following constituent, namely the
verb. The former Second Position enclitic is now a verbal proclitic.

Ard (1977, 1978) presents similar data from the developments in the
Slavic languages, although clitichood of the morphemes in question is not
established foi- sure (i.e. they are likely to be leaners, i.e. quasi-clitics,
rather than bound words). Wackernagel-type words are found in Czech, Slovak,
Slovenian, Serbo-Croatian, Transcarpathian Ukrainian, and in dialectally in
Polish. Attraction to the verb has taken place in the other Slavic
languag. s. In Russian, Belo-Russian, Ukrainian (except for transcarpathian),
and dialectally in Polish the cognate worphemes have turned into suffixes on
the verb; in Macedonian and Bulgarian they are located adjacent to the verb
-- after an imperative or participle, before a finite verb. Thus the
alternative to Wackernagel’s Law has been attraction to the head of the
clause, namely the verb.

6. Concluding Remarks

01d Estonian es and ep evince the rare phenomenon of decliticization or
loss, but also shows the possibility of a char e in the direction of
attachment. Tn an $VO langunge, the sandwiching of th = thuition
clitics between the initial constituent and the verb permits the verb to exert
a syntactic and semantic pull on the clitic group, so that they attach
phonologically to the verb. Verbal clitics are more compatible with the host,
and consequently are more likely to complete the agglutination cycle and less
likely to decliticize.

Notes

*This paper was composed at the Ohio State University, but completed at
the University of Michigan. A general absence of available materials forces
me to leave out. some potentially relevant Korelian, Vepsi, Votic and Livonian
data.
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Irrelevant grammatical information is left out from glosses.
Abbreviations used in this article include:

ABL  ablative

AD adessive

AL allative

CONJ  conjunction

CCM  comitative

EL elative

EMP  emphatic

HAN  an epistemic clitic marking reintroduced

information of current discourse relevance.

IF informal

TJLL  illative

IN inessive

PL plural

Q interrogative

1. Janda (personal communication) now informs me that he has given up
one piece of his synchronic analysis, namely the claim that the ’s morpheme is
synchronically a determiner to the following NP. His diachronic analysis
remains as before. ‘

2. Tauli cites Alfred Ludwig's (1873) article "Agglutination oder
adaptation?"”, but I have not been sble to locate that reference.
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On Automatic and Simultaneous Syntactic Changes¥

Brian D. Joseph

0. Introduction

Most linguists, in studying language change, have long assumed that
there are changes which might well be described as being simultaneous, in
that one change, Dy, occurs at the same time as another cheuge, Dy. In
addition, it has also been assumed that there are changes which might be
termed automatic, in that one change, Dy, necessarily causes another
change, Dy. In actuality, though, since the exact timing of changes is
often hard to determine, it is generally the case that changes are
counted as simultaneous if they at least appear to occur in close 2
succession. .

) It should te clear that not all simultaneous changes are linked in
- the causal relationship implied by the label "automatic". In particular,
two changes--for example a change in the articulation of some sound and a
reanalsis of a syntactic construction--may have nothing to do with one
another yet may just happen to occur (virtually) at the seme stage in a
language’s development. More often, probably, two changes that are
simultaneous-- or nearly so, to be more accurate--do stand in a
cause-effect relationrhip, so that one change can be taken to be a
consequence, of the other change. Even in such cases, though, there need
not be any notion of necessity in the actuation of the second change,
i.e. one does not have to be an automatic consequence of the other. Two
examples from historical phonology demonstrate this difference well. .

Martinet, in several works (e.g. Martinet 1953), has argued for the
existence of so-called "drag-chains” in sound change, in which one sound
shift leaves a gap in a system but "drags" another sound along with it to
fill that gap. For exsmple, under one possible interpretation of the
Grimm’s Law consonant shift in pre-Germanic, the shift of the
Proto-Indo-European voiceless unaspirated stops, e.g. *t, to voiceless
fricatives, e.g. &, left a gap in the consonant system that was then
filled by the Indo-European voiced unaspirated stops shifting to
voiceless unaspirated stops, e.g. *d ---> *t. In such an account, the %t
---> %@ change dragged along the *d ---> ¥t change. While Martinet has
in general viewed such a second shift as a necessary consequence of the
first, in actuality, sound systems tolerate many gaps happily, so the
creation of such an imbalance in a system does not automatically occasion
the filling of that gap through another sound shift. In such a case,
then, two (virtually) simultaneous changes need not be causally linked.

An example of an automatic change, though, is provided by the
restructuring of underlying lexical representations brought on by
unconditioned sound changes. For instance, when Indo-European *d became
Germanic *t, lexical forms which had had *d were restructured so as to
reflect the new pronunciation, as in the change of the word for 'ten’:
/%dek’m/ ---> /¥texum/ (cf. Gothic taihun, English ten, etc., and note
that there were other changes as well not relevant here). At the point
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at which *d became ¥t, there was no longer any support for underlying /d/
either from morphophonemic alternations or even distributional evidence,
so the lexical form—-—under any set of theoretical assumptions about how
such forms are established by speakers learning their language—-would
have to change when *4 changed. Thus the restructuring would have been
(virtually) simultaneous with the sound change and an automatic
consequence of it.

This restructuring is an example of an automatic change from tke
realm of phonological change, but examples of automatic and simultaneous
changes have been proposed for syntactic change as well. However, the
cases that have been proposed for automatic and simultaneous syntactic
changes are not without some problems. Accordingly, a brief review of
some of these atteapts at uncovering this type of syntactic change is
undertaken here, and then two case-studies are presented from the history
of Greek which provide stronger and more convincing instances of
automatic gyntactic changes.

It is important to point out, though, that it is very hard to prove
conclusively that two changes are automatic or even that they are
simultaneous; this is a recurring problem in the evaluation of such
examples. However, where one can find either no evidence to the contrary
or else positive indications that the two changes were not separated by
long periods of time, it can be assumed that two changes which appear to
be (virtually) simultaneous in fact are to be classified as such, for
that assumption allows for the possibility of interesting claims
regarding the nature of syntactic change.

Without the assumption of some kind of interaction between or among
various changes, diachronic syntax becomes little more than a taxonomy of
what changed between stage X and stage Y of a language; few, if any,
interesting generalizations become possible about a theory of syntactic
change, providing, for example, a delimitation of the range of possible
changes in the syntax of a language. Therefore, wherever possible, the
strongest position to take is that two apparently simultaneous changes
are in fact simultaneous, for one can then work from there to try to find
an explanation for this simultaneity. Accounting for one change in terms
of another, by showing one to be an automatic consequence of the other,
would be one way of providing such an explanation.

Furthermore, such explanations for syntactic changes, when
available, can be used as a way of constructing arguments for or against
particular theoretical stances, under the assumption that a synchronic
theory provides the constraints on possible changes a language may
undergo.2 Such a position has been taken, for example, by Lightfoot
(1979a). He contends that Linguistic Theory should interact with a
theory of change to pinpoint when grammars would undergo drestic
reanalyses. One.can further claim, following the line of argumentation
being developed here, that a theory’s ability to characterize one of two
apparently simultaneous changes as being in fact an automatic change, a
necessary consequence of and thus explained in terms of the other, should
likewise count as an important criterion upon which to judge competing
theories of grammar.

O

ERIC 36



O

-30 -

In particular, in the examination of the putative automatic changes
from the history of Greek, an argument is developed against a
derivational framework for a theory of syntax and in favor of a
nonderivational approach. Briefly, a derivational theory of syntax is
one in which rules apply in a certain order io produce a series of
intermediate stages that convert a deep structure of a given sentence
into a particular surface structure--the series of stages formed by the
output of rule applications is called a derivation.3 In a nonderivatinal
framework, by contrast, there is basically no difference between deep
structures end surface structures and thus one is not converted into the
other via a series of intermediate steps; instead, some nction such as
the designation of levels at which syntactic generalizations can be
stated (e.g. initial syntactic level, final syntactic level, some
combination, etc.)~-as in current versions of Relational Grammar and
Arc-Pair Grammari--or some division of labor into components--e.g.
semantic as opposed to syntactic, as in Generalized Phrase Structure
Grammar with its rule-to-rule semantics--is employed. The analogue to a
derivational theory’s step-by-step rules in a nonderivational theory is a
set of well-formedness conditions holding on surface forms, where
elements can appear, in what combinations, how they relate to other
elements in the sentence, and so forth. In such a system, the notion of
derivation has no place.

Although comparing frameworks is a very tricky business, and
perhaps not even possible, because the ground rules can be so very
different in different frameworks, the two general approaches to syntax
outlined here differ in one respect in the way they account for a
particular change in Greek to be presented below. This distinction is
discussed again in connection with that change after a look at some
instances of automatic syntactic change that have been proposed in the
literature.

1. Some Previous Attempts at Finding Automatic Syntactic Changes

Among the instances cited as examples of automatic syntactic change
(though not necessarily lsbelled as such) are the following two provided
by Lightfoot in various studies.

Lightfoot (1974, 1976, 1979a) has argued that a number of
(nearly/virtually) simultaneous changes in the verbs which are now the
Modern English modals (can, could, may, etc.) were the automatic
congsequences of a single innovative restructuring of the base rules in
16th century English. He claims that 01d English and Middle English
predecessors to the modals were real verbs, no different in any respect
from other complement-taking verbs such as try or want, but that for a
variety of reasons, they lost some verb-like features, e.g. no longer
having full person and number paradigms, and were reanalyzed as forming a
class distinct from that of try or want.

Thus, from a set of phrase structure rules as (la) for 014 and
Middle English (which alternatively could have had the form in (lb)):

1. a. OE/ME: S =-=> NP AUX VWP
AUX --=> T(ense)
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b. S§--> NP vP
VP ~—> V+T (NP...)

Lightfoot claims that 16th century English innovated a new expansion for
AUX, creating a new deep structure category of modals (= M), and giving
the rules in (2):

2. 'S —> NP AUX VP
AUX ——=> T (M)
M —=> can, may, ....

Furthermore, he claims that this new phrase structure rule, this single
innovation, triggered the four changes listed below in (3) as sutomatic
consequences:

3. 8. nomore infinitival forms of modals
b. no more gerund (=ing) forms of modals
C. only one modal per (simplex) sentence (in standard language)
d. no more have + MODAL + en combinations.

The absence of infinitival forms, for example, follows necessarily
because the new modal class only occurred as a "sister” of T(ense) in the
AUX node, a place where infinitives could not occur; similarly, the other
changes in the modals are a necessary result of the nature of this new
phrase gtructure rule.

In another work (1979b), Lightfoot proposes yet another instance of
an automatic syntactic change, this time in the Bnglish passive, and this
time the result of the addition to the grammar of a single
transformational rule of NP Preposing. This rule led to the existence of
a transformational rule of Passive whereas prior to the 16th century,
Lightfoot claims, English had only a lexical passive rule. He is
assuming a theory with a rigid distinction between lexical and |
transformational (or syntactic) rules, and argues that the properties of
a syntactic rule as opposed to a lexical rule of Passive led to at least
three automatic and simultaneous changes in English passives; in
particular, three new passive sentence-patterns, liated below in (4),
become possgible:

4. a. passives with underlying indirect objects promoted (e.g.
John was given a book)
b. "prepositional" passives (e.g. The terms were agreed upon)

c. passives with NP-subjects that do not bear a semantic

relation to the main verb (e.g. John was expected to win).

These changes would have occurred automatically, Lightfoot claims,
because the new transformational (syntactic) rule of Passive could move
any NP after the verb to subject position, whereas, according to the
properties of lexical rules the theory specifies, the lexical rule could
only relate an active direct object with a passive subject. The sentence
patterns illustrated in (4), then, could only arise with the advent of a
trangformational rule of Passive, so that these patterns are an automatic
congequence, in Lightfoot’s account, of the addition of such a rule to
the grammar of Bnglish.
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Despite these neat-looking examples of (virtually) simultaneous and
automatic syntactic changes, Lightfoot's analyses are not uncontroversial
and do not provide unqualified examples of this type of syntactic
change. In particular, in each instance, one has to wonder whether
Lightfoot has correctly identified cause and effect, i.e. is it really
the case for the modals that the disappearance of the infinitival and
gerund forms was the result of a base restructuring, or is it not
possible that these forms were lost and only then was the grammar
restructured to have a modal category to accomodate these now anomalous
verbs? Furthermore, since other verbs do not have a full set of
nonfinite forms—-~for some speakers, it seems that the verb stride does
not have a past participle, with neither has strode, has stroden, has
stridden, has strided, nor hag stridded sounding acceptab1e5—-the modals
may just be a special case of the loss of nonfinite forms being
generalized throughout a semantic class such as that formed by the modals. -

Finally, exception can be taken to some aspects of Lightfoot's
data. For example, regarding the modals, Lightfoot takes as significant
the fact that the Oxford English Dictionary gives the last example of a
modal infinitival or gerund form as occurring in the 16th century, even
though the mere occurrence of a form in a text does not guarantee that it
is still in current use (some texts are consciously archaizing, for
example). Moreover, the process by which the verbs that ended up as the
Modern English modals became specialized in their modal function and
syntax was actually a very gradual change--for example, the gerund forms
were rather rare at all prior stages of Bnglishs—-and does not really
display the suddenness that Lightfoot suggests. Thus, until the crucial
examples that Lightfoot cites in support of his claims of simultaneity
for these changes in question are subjected to careful philological
scrutiny, his analysis has to remain tentative.

Moreover, Lieber (1979) has suggested that the factual basis for
Lightfoot's claims about changes in English passive sentence patterns is
faulty, for she finds in 0ld Bnglish passive sentences of the type
Lightfoot says first appeared only in the 16th century. She concludes
that 0ld English had a transformational (syntactic) rule of passive, as
well as a lexical rule, and that the changes that in Lightfoot's account
were simultaneous and automatic consequences of the addition of a rule of
NP Preposing were features of Passive that were already present in the
language. Such a finding, of course, if valid, renders this exawple of
automatic syntactic change nothing more than a mirage.

Besides these putative automatic, simultanecus changes due to
restructuring or rule addition, there are also examples in the literature
which invoke languege universals, and claim that a change Dy
automatically triggers another change Dy because B, brings on a situation
in which some universal is "activated”, so to speak, and satisfying that
universal requires the further change Dy. In such an instance, Dy is an
automatic consequence of Dy and by the Xefinitions adopted earlier, is
simultaneous (or virtually so) with Dy. This type of explanation is
evident in most of the work done recently on word-order change, in which
putative universal correlations as in (5) have been called upon to
explain, for example, a shift from postgositions to prepositions in Greek
along with a shift in basic word order:
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5. OV with Postpositions / VO with Prepositions.

Another example involving universals is one described in Joseph
(1978, 1980) concerning what happened to Greek Object Raising and Object

Delet)iog sentences, i.e. constructions analogous to the English sentences
in (6):

6. a. Object Raising: John is easy to please.
b. Object Deletion: Mary is pretiy to look at.

when affected by the Greek replacement of infinitives by finite verbs.l0
In Greek, from Ancient Greek up to early Medieval Greek, there were
Object Raising and Object Deletion sentences with a form entirely
analogous to that found in English, with an infinitive in the complenent
clause and a zero-object (i.e. a missing object argument) with that
infinitive on the surface. Bxamples for pre-Modern Greek of Object
Raising are given in (7) and of Object Deletion in (8), with a @
marking the missing object argument:l

7. a. he: ergasia mathein @ ... hraiste: edokei einai
the-work/FEM.NOM learn/INF easiest/FEM.NOM geemed be/INF
'The work seemed to be easizst to learn’ (Xen. QOec. 6.9)
b. tragoudousin to paranomon horo:sai @ muste:rion
sing/3PL the-illegal /NTR see/INF rite/NTR
'They sing of the rite (which is) illegal
to see’ (Spanos 26 (12th century))

8. a. kai ... horan @ stugnos e:n (Xen. Anab. 2.6.9)
and see/INF gloomy/NOM was/3SG
'And he was gloomy to look at’
b. tous ... khrusinous hetoimous ekhei tou dounai @
- the-gold-pieces/ACC ready/ACC.PL has/35G PRT give/INF
'He has the gold pieces ready to give
over’ (Doukas 1164A, 13-14 (15th century)).

When the infinitive was replaced by a finite (i.e. percon-marked and
tensed) verb in late Medieval Greek, sentences corresponding to (7) and
(8) continue in the language, but in a slightly different form; in
particular, the late Medieval and Modern Greek continuation of the
earlier Greek constructions now have a pronominal object in the
complement clause that corresponds to the matrix subject. This is shown
by the Modern Greek sentences in (9), where ta in (9a) snd tin in (9b)
are obligatory object pronouns in the complement clause:

9. a. ta anglikaj ine diskola na
the~English/NTR.PL are difficult/NTR.PL PRT

ta; katalavo
them/NTR. PL, understand/1SG

'English is difficult for me to understand’ (literally:
"The English sre difficult that I understand them")
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b. i maria; ine omorfi na tin; kitazis
Mary/NOM is pretty/NOM.FEM PRT her/ACC look-at/2SG
'Mary is pretty to look at’ (literally: "Mary is pretty
that you look at her").

The change from a zero-object in the complement clause to an obligatory
object pronoun can be taken as an automatic consequence of the change in
the infinitive, i.e. in the nature of the complement clause verdb itself,
because of a putative universal constraint on Object Raising and Object
Deletion constructions given in (10):

10. Object Raising and Object Deletion cann~t deprive a finite
complement verb of its object.

This constraint is observed in several languages, including French,
Spanish, German, Albanian, Irish, Korean, Mongolian, and Arabic (see
Joseph (1978, 1980) for some discussion) and can account for.the
contrasts in (11) between unacceptable English Object Raisi~g/Object
Deletion sentences with finite complements versus acceptable .res with
nonfinite complements:

11. a. *John weuld be difficult for me to imagine (that) I might

invite ¢ to my party

b. John would be difficult for me to imegine inviting ¢ to
my party

c. Melina is too ugly for us to be able to convince John that
he should kiss ¢

d. Melina is too ugly for us to be able to convince John to
kiss @.

If this universal is valid, the change in the possibility of a
zero-object as opposed to a pronominal object occurring in the complement
clause of Object Raising and Object Deletion sentences would have been a
necessary change, given the change in the type of complementation from
nonfinite to finite.

A problem, though, with this account, and for that matter with wuy
account meking use of a universal, is that all universals are putative at
best, subject to verification again and again as new data is brought to
light, but therefore liable to be counter-exemplified by some piece of
data not previously considered. For example, the potential Object
Raising/Object Deletion universal given in (10) runs into some weak but
nonctheless real counterexamples in English sentences such as (12):

12. a. ?A book like that is tough to claim that you’ve read ¢
carefully.
b. ?This rock is too heavy to claim that I can pick up @.

While not fully acceptable sentences, nonetheless, those in (12) are not
as bad as (1) predicts. Thus this universal has some validity, for the
sentences in (12) are not wholly well-formed, but it cannot be an
absolute universal. As a result, in a Medieval Greek Object Raising or
Ohject Deletion sentence with a finite complement and a missing object
with that finite verb, there would not have been 2ny necessity for an
object pronoun to arise, even if this might have been a likely or even
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preferred development.

Similnrly, many of the word order universals are of a statistical
nature only, and meet with counterexamples (e.g. Papago and Persian
appear to e exceptions to the correlations noted in (5)).15 That being
the case, one change would not necessarily force a second word-order
change, at least as far as the correlation in (5) predicts.

This cursory review of prior attempts to establish instances of
automatic syntactic change shows that in order to get a good, i.e.
relatively safe and unassailable, exemple of such a change, one needs
cases in which either the data is clear or, if a universal is involved,
it is one that is not controversial and can be supported by a wide range
of relevant data. At this point, it is appropriate to examine two
changes from the history of Greek which meet these requirements in order
to demonstrate not only that automatic syntactic changes exist but also
that they can be used in -arguing for particular theoretical frameworks.

2. Copy-Raiaing in Greek

The two changes to be examined both involve and depend on a
construction which can be referred to as "Copy-Raising". In order, then,
to understand these changes properly, some background on this
construction is needed. The Copy-Hajising construction is one in which a
nominal originating in——i.e. semantically linked (in initial structure)
to--a complement clause appears superficially in a higher clause but
shows an overt marker--in the form of a "copy" pronoun--of ite presence
in its "point of origin" (i.e. the lower clause). English sentences with
the matrix predicate look like, as in (13a), heve often been cited as
examples of such a construction (the non-Raised version is given in
(13b)): .

13. a. Billj looks like he; is ready to leave.
b. It looks like Bill is ready to leave.

(13a), under such an analysis, would show a nominal (Bill) raised to
subject status in the matrix clause with a copy (hej) left in the
comp lement rlause. =

This Copy-Raising conmstruction is Tound in Classical end
Hellenistic Greek, and has been studied in this context by Marlett 1976.
Some examples are given in (14):

14. a. te:n ... huperbole:n to:n oreo:n ededoikesan
the-pass/ACC the-mountains/GEN feared/3PL
me: prokatale:phtheie (Xen. Anab. 3.5.18)

lest be-occucpied/3SG

'They were afraid that the mountain pass might be
occupied’ (literally: "They feared the mountain pass
lest it be occupied")
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b. epegino:skon de auton hoti houtos e:n
knew/3PL and him/ACC COMP this/NOM.MASC was/3SG

ho kathe:menos (acts 3:10)
the-sitting/NOM.MASC.PPL

'And they recognized that he was the one sitting’ (lit.:
"They recognized him that he was the sitting one")
c. egno:n se hoti skle:ros anthro: pos ei
knew/18G you/ACC COMP hard/NOM.SG man/NOM.SG are/2SG
'T knew that you were a hard man’ (literally: "I knew
you that you were a hard man") (Matt. 25:24)

Note that the copy is not always overtly present; because Greek has
always been a language that suppresses unemphatic subject pronouns, a
copy pronoun having subject status-—as in (14a) and (14c)--does not have
to appear on the surface. Marlett’s anslysis of these sentences as
involving a Greek version of Copy-Raising, though admittedly not
supported by hard evidence~-such as demonstrably ungrammatical sentences
and native speaker judgments--that is necessarily lacking for a "corpus
language" such as Ancient or Hellenistic Greek, nonetheless can be
adopted for two reasons. First, apparently synonymous non-Raising
versions of such sentences can be shown to occur, and second, the logical
structure of the predicates involved seems to point to a raising analysis
(e.g. FEAR is a two-place predicate so that a sentence such as (14a) with
a subject, a direct object, and a complement clause must not represent a
basic structure with this verb).

Modern Greek also has a Copy Raising construction. Although it is
not all that common a construction and is restricted to just a handful of
verbs, nonetheless it is a construction-type in the language and so must
be part of any descriptively adequate grammar that might be constructed
for the language.17 An exemple of this construction is given in (15):

15. %eoro tin maria pos mono afti ine eksipni
consider/1SG Mary/ACC COMP only she/NOM is/3SG smart/NOM.FEM
'I consider only Mary to be smart’ (literally: "I consider
Mary that only she is smart")

and it can be contrasted with a synonymous non-Raised version as in (16):

16. 6eoro pos mono i maria ine eksipni
consider/18G COMP only Mary/NOM is/3SG smart/FEM
*I consider only Mary to be smart’ (literally: "I consider
that only Mary is smart"). N

For Modern Greek Copy Raising sentences, the usual range of arguments
based on selectional resirictions, idiom chunks, active/passive synonymy,
Reflexivization, and Passivization are all available to show that the
accusative noun phrase in such sentences corresponding to tin maria in
(15) is in fact a main clause direct object on the surface and moreover
corresponds to an initial-structure complement clause subject.18 Most
comonly in Modern Greek, ac in earlier stages of the language, these
Copy Raising sentences have no overt copy pronoun in the complement
clause, for unemphatic subject pronouns generally do not appear on the
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surface in Modern Greek; the occurrence of mono ‘only’ in (15) provides
the emphasis necessary for the occurrence of the pronominal copy afti.

With these preliminaries concerning the nature of the Copy Raising
construction out of the way, a uescription and account of the chenges in
this construction between (early) Post-Classical Greek and Modern Greek
can be developed. The first change concerns a change in the form,
specifically the person, of the complement clause copy pronoun in one
subclass of Copy Raising sentences.

3. The Change in Complement Clause Agreement

In Copy Raising sentences in earlier stages of Greek, the raised
nominal and the copy always were of the same grammatical person, as shown
by the examples given earlier; for example, in (14b), both auton, the
raised nominal, and houtos, the copy pronoun, are third person.

Moreover, in sentences in which the raised nominal was coreferent with
the matrix clause and therefcre of the same person as the matrix subject,
it appeared on the surface 8s the reflexive pronominal form; in such a
sentence, then, the complement-clause copy likewise was of the same
person as the matrix clause subject (and object). An example of such a
Copy Raising cum Reflexivization sentence is given in (17), where the
main clause subject--understood to be the second person plural form
humeis (absent on the gurface because it is unemphatic in this
sentence)--the reflexive form heautous apd the raising copy humin are all
second person forms:

17. ouk epigino:skete heautous hoti ie:sous
not know/2PL yourselves/ACC COMP .Jesus/NOM
khristos en humin (2Cor.- 13:5)

Christ/NOM in you/DAT.PL

Do you not underatand that Jesus Christ is within you?’
(literally: "Du you not understand yourselves that
Jesus Christ (is) within you?")

In Modern Greek Copy Raising sentences with Reflexiviatiom in the
matrix clause, though, a difference from the earlier pattern exemplified
in (17) is evident. In particular, the raised nominal (the reflexive
form) and the complement clause copy still agree in person (as in (14)
and in (17)), but they are both different in peraon from the matrix
subject. Such a sentence is given in (18), where the matrix clause
subject is first person (suppressed as unemphatic, but understood to be
efo 'I/NOM’), while the reflexive form (ton_eafton mu) is third person
and the raising copy (aftos--in parentheses aince it is overt only if
emphatic) is also third person:

18. den 6a afiso ton eafto mu na petixi (aftos)
not FUT 1let/1SG the-self/ACC my PRT succeed/3SG he/NOM
T won’t let myself succeed’ (literally: "I won’t let the
self of me that he succeed").

Bven though, as noted above, the raising copy can be ahsent on the
surface if, &> is most usually the case, it is unemphatic, the third
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person verb agreement in the complement clause gives an indication of
what person its subject is understood to be, and shows that it is
different from that found in the matrix clause (as shown by the matrix
clause first person agreement). There is thus a syntactic difference in
Copy Raising sentences between Hellenistic Greek and Modern Greek in the
person of the raising copy (and thus in the verb agreement in the
complement clause when the copy is the subject) when the raised nominal
is subject to Reflexivization in the main clause. It is this syntactic
difference which demands an explanation.

one fact which is relevant for an explanation of this change is
that the reflexive form itself has a different character in Modern Greek
from that found in earlier stages of the language. In particular, in
Ancient Greek and Hellenistic Greek, the reflexive was a pronominal form,
agreeing in person with its antecedent and showing different forms for
the different persons; a portion (accusative case only) of the paradigm
for the Ancient Greek reflexive pronoun is given in (19):

- 19. 1SG emauton (MASC) emaute:n (FEM)
. 25G seauton seaute:n
3sG heauton heaute:n heauto (NTR)
1PL he:mas autous he:mas autas
2PL humas autous humas autas
3PL heautous heautas heauta (NTR)

and the Hellenistic paradigm was similar.19 Ip Modern Greek, though, the
reflexive is itself a fixed form, consisting of ton eafto, literally "the
) self", with a possessive pronoun; it thus has the form of a possessed
nominal, 20 being literally "the self" with a possessive pronoun and thus
structurally parallel to ton adelfo ’brother’ with a possessive

pronoun. The reflexive form, therefore, is syntactically a third person
nominal, just as is any nonpronominal noun phrase. The possessiye
pronoun is the only thing in the reflexive form that necessarilygl shows
agreement with the reflexive antecedent. A partial (accusative only)
paradigm of the reflexive form is given in (20), along with the possessed
form of ’brother’ for comparison:

20. 1SG tom eafto mu 1PL ton eafto mas
28R ton eafto su 2PL ton eafto sas
3G ton eafto tu (M/N) 3PL ton eafto tus (M/N/F)
ton eafto tis (F)

cf. ton adelfo mu/su/tu/tis/mas/sas/tus
*my/your/his, its/her/our/your/their brother’.

This change in the form of the reflexive took place at least as early as
the 12th century; an example from the poems of Glykas is given in (21):

21. na pnikso: ton heauton mou (Glykas 288 (12th cent.))
FUT drown/1SG the-self/ACC my
’T will drown myself’.

The. . has thus actually been a multiple change in the form of
Raising cum Reflexive sentences between earlier stages of Greek and
Modern Greek. The reflexive form and the copy found in Raising cum
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Reflexive sentences have both changed so as to differ from the matrix
subject (the reflexive antecedent) in person. It seems, therefore, that
two (virtually) simultaneous changes have occurred, and moreover, it can
be shown that this set of changes provides an excellent candidate for
consideration as an automatic syntactic change. In particular, it seems
that the change in the form of the complement clause copy pronoun in such
raising sentences is an automatic consequence of the change in the form
of the reflexive.

The motivation behind the necessary change of the copy to third
person along with the change of the reflexive to third person status is
the following universal:

22. A copy must agree in all welevant features (i.e. relevant to
the langaage in question, e.g. person and number) with the
nominal of which it is a copy.

It is safe to say that most linguists would agree that (22) is a fairly
uncontroversial universal, one for which it would be very hard to find

counterexamples. For instance, one class of apparent counterexamples,

namely sentences such as (23):

23. John, I can’t stand the idiot

is probably best analyzed as involving dangling topics rather than a
nonagreeing copy. Furthermore, the need for such a universal independent
of the Greek Raising cum Reflexive sentences under consideration is shown
by copy/antecedent agreement in a variety of constructions in a variety
of languages, including English look-copy sentences (cf. (13) above) and
Left-Dislocation sentences, as in (24):

24. a. The scissorsj look like they;/*¥it need to be sharpened.
b. John, I can’t stand him/ther/¥it.

If this universal is valid, then a ready explanatin is provided for
the apparent automatic nature of the syntactic change in queation here.
When the reflexive changed in person, the universal would guarantee that
the copy pronoun in the complement clause—inasmwuch as it is a copy of
the nominal that surfaces as the reflexive--would also change.

The only potential problem with this account--and thus with taking
this change as a true instance of an automatic syntactic change triggered
by a universal--is the fact that it cannot be conclusively demonstrated
that the change in the complement clause copy was simultaneous with the
change in the reflexive. Unfortunately, as is so often the case in such
investigations, there is not very much kistorical data to back up the
claim. However, in this instance, there is at least some. 7The reflexive
change, as noted above (cf. (21)), took place no later than the 12th
century. The firat Raising cum Reflexive sentence, though, that occurs
in Greek after the reflexive change dates from the late 16th century,
from the Cretan comedy Katzourmbos:
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25. thelo: aphe:sei ton emauto mou ... na ...
want/18G let/INF the-self/ACC my PRT

ksale:smone:se: (ton nou mou) (Katz. II.173-4)
forget/3SG the-mind/ACC my

'T won't let myself forget my mind’.

In interpreting this sentence as a relevant example for the discussion
here, it is necessary to take the third person singular verb agreement
exhibited by the complement verb ksale:smone:se: as indicating that the
complement clause subject--sbsent on the surface because of unemphatic
subject pronoun drop in Greek--was third person. What makes this
aentence valuable, despite the four centuries between it and the
reflexive change is the fact that no countercxamples, at least, with
agreement patterns different from those in (25), are to be found.
Sentences such as these, by their very nature, might well be expected to
be quite rare,%¢ so that despite the scarcity of conclusive historical
data, there is really nothing standing in the way of taking (25) and its
kind to represent a change that occurred concomitantly with the changes
in the reflexive evidenced in (21). This consideration and the
strong-—-and generally unassailable~-universal in (22) that has been
proposed to be at work in the change combine to make this a very good
candidate for a real example of an automatic syntactic change.

4. Sneaky Passives Diachronically

Ano*her aspect of the Copy Raising construction provides another
instance of a syntactic change which, though lacking in some of the
crucial historical data, nonetheless seems to be a real instance of an
automatic syntactic change. In this case, however, there are some
interesting theoretical dividends concerning differences between
derivational versus nonderivational frameworks that can be reaped from
the account of the change.

This change concerns the status of Copy Raising sentences in which
the complement clause is passive and the raised nominal corresponds to
the agentive noun phrase in the complement clause. An example of such a
sentence from Ancient Greek is given in (26):

26. dedoik’ emauton ... me: poll’ agan
fear/18G myself/ACC not much/NOM.PL.NTR too

eire:mena e: moi (Oed. Tyr. 767)
said/PASS.PPL.NOM.PL.NTR be/3SG me/DAT

'I fear that too much has been said by me’.

Such sentences can be referred to as "Sneaky Passives", following
Perlmutter & Soames (1979: 164ff.). because in a derivational framework,
these can be derived by applying Copy Raising in the matrix clause and
then applying Passive "sneakily" into the complement clause; this latter
step is possible because Copy Raising Jeaves a fully-intact complement
clause, complete with subject (the copy pronoun) and object, and thus
meeting the structural requirements for application of a passive rule.
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This derivation is sketched in 27):

27. UNDERLYING STRUCTURE: o[I fear 4[I say too much]y Jg

COPY RAISING : (I fear myself [I say too much]]
(+ REFLEXIVE)

PASSIVE (“SNEAKILY"): (I fear myself [too much be said by me]]
where many details of structure have deliberately been left cut.

Sneaky Passives were fully grammatical in earlier stages of Greek,
as (26) indicates. It is important to note that Copy Raising could in
general operate on oblique nominals, as shown by examples (17) above and
(28) below: .

28. a. phoboumai humas mwe: eike: kekopiaka eis humas
fear/18G you/ACC.PL not in-vain worked/1SG among you/ACC.PL
'I fear that in vain have I spent my labor among you'
(literally: "I fear you lest I have spent my labor
among you in vain") (Gal. 4:11)
b. kai poiei pantas; ... hina do:sin autois; kharagma
and cause/35G all/ACC.PL COMP give/3PL thew/DAT mark/ACC
'And he caused everyone ... to receive a mark’
(literally: "He caused everyonej that theyj give to
them; a mark") (Rev. 13:16)

The fact that oblique nominals were eligible for Copy Raising means that
a "Sneaky Passive" gentence such as (26) actually has two possible
derivations. Besides the one outlined in (27), there is also a
derivation in which passive applies in the complement clause followed by
Copy Raising of the agent nominal created by passive into the higher
clause. It is significant that (28b) shows Copy Raising of a dative noun
phrase (autois), since it shows that even if the eligibility conditions
for Copy Raising were stated in terms of case-marking, such a derivation
for (26)—where the nowinal corresponding to the raised noun phrase in
the complement clause is a dative, moi--cannot be ruled out. It can be
concluded, then, that a sentence such as (26) indeed has two possible
derivations--the "Sneaky" Passive derivation and the one in which first
Passive applies in the lower clause and then Copy Raising in the higher
clause.

Sometime between Ancient Greek and Modern Greek, and unfortunately
there is absolutely no textual evidence to indicate when this may have
occurred, a change took place in Copy Raising. Whereas in Ancient Greek,
it seems that any nominal could be raised to object status in a higher
clause (cf. the raising of obliques in (28)), in Modgm Greek Copy
Raising is restricted to operating only on subjects.?3 Thus, sentences
such as (29) are ungrammatical:

29. *Beoro ton yani pos ton vrika ilidio

consider/1SG John/ACC COMP him/ACC found/1SG stupid/ACC
'T consider John that I found him (to be) stupid’.

O
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Medieval Greek, the assumption can be mnde that the Modern Greek evidence
shows that the change in which nominals can be raised via Copy Raising
has taken place within the Modern Greek period, i.e. in what is roughly
the contemporary language.

|
' Since there is no indication regarding the status of such sentences in ‘
What iz interesting here is that besides this change in the
eligibility of nominals for Copy Raising, there is another change, namely
a change in the status of Sneaky Passive sentences. In Modern Greek, 1
Sneaky Passive sentences are ungrammatical, as shown by (30): 1
30. *Beoro ton yani pos i maria vlaftike apo afton
consider/1SG John/ACC COMP Mary/NOM hurt/3SG.PASS by him/ACC
'*I consider John that Mary was hurt by him’.

Thus it appears that this is another instance of a simultaneous change--a
change in what can raise occurs together with a change in the status of
Sneaky Passives. Although the mere apparent (or stipulated) simultaneity
of the two changes does not mean that one is an automatic consequence of +
the other, as noted above in section 1, it is desirable to treat them as
having that relationship, for then one change can be explained in terms
of the other. Thus, following that line of reasoning, an account is
developed below in which the change in Sneaky Passives is an automatic
consequence of the change in the Copy Raising construction; any such
account necessarily is stronger--and thus more interesting and
preferable--to one in which the changes are unr:lated (again, as noted in
section 1).

In a nonderivational framework, as pointed out in section 1, there
are no syntactic rules that work to convert a deep structure into a
surface structure via a series of phrase-markers (or the equivalent).
Instead, sentences are generated in their surface forms in accordance
with the analogue of syntactic (transformational) rules, namely
well-formedness conditions on these surface strings. The analogue of
Sub ject-to-Object Raising, for instance, would be a well-formedness
condition sanctioning the occurrence of a nominal that is semantically
"relevant” (to use as theory-neutral a term as possible) only in a lower
clause (i.e. it bears a logical relation only in that clause) as an
object in a higher clause. Put in terms of a nonderivational framework
with a recognition of syntactic levels and grammatical relations, such as
Arc Pair Grammar or Relational Grammar, such a condition would allow an
initial level complement clause nominal, e.g. a subject, to occur as a
final level matrix clause object.

In such a framework, Ancient Greek Copy Raising would be a
well-formedness condition such that a nominal bearing any final level
grammatical relation in the complement clause may "legally" be the matrix
clause object. This condition is stated in slightly more formal terms in
(31):

31. Condition on Ancient Greeck Copy Raising:

The final complement GR; (= any grammatical relation)
is the final matrix clause GRy (= direct object).
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In other words, (31) allows the occurrence of Copy Raising sentences in
which the final matrix object bears any final level grammatical relation
in the complement clause.

A condition such as this sanctions Sneaky Passives such as (26),
repeated here for convenience:

26. dedoik’ emauton ... me: pollf agan
fear/1SG myself/ACC not much/NOM.PL.NTR too
eire:mena moi (Oed. Tyr. 1767)

e:
said/PASS.PPL.NOM.PL.NTR be/35G me/DAT
'1 fear that too much has been said by me’.

because the matrix object emauton-—which does not bear a logical relation
to the matrix verb—bears some final grammatical relation in the
complement clause, namely the relation of the agent in a passive clause
(the "ChOmeur" relation of Relational Grammar, the 8-relation of Postal’s
Arc Pair Grammar). The well-formedness condition states only that this
nominal must bear some relation in the lower clause; it does not restrict
which relation this might be, so that passive agent meets the
requirements of the condition.

In Modern Greek, though, the well-formedness condition for Copy
Raising sentences has changed so that instead of being able to be any
complement clause grammatical relation, the matrix object can only be the
final complement clause subject (as noted earlier—recall exsmple (29)).
The Modern Greek version of this condition is given in (32):

32. Condition on Modern Greek Copy Raising: .
The final complement GR) (= subject) is the final matrix
clause GRy (= direct object).

This differs from (31) just in the specification of GR] as opposed to
GRy, that is, a relatively minor change from a formal standpoint.
However, it is a change that has important consequences. 1In particular,
(32) automatically rules out Sneaky Passives because in Sneaky Passives,
the matrix object in a Copy Raising is not the final complement clause
subject, but rather is the final passive agent (i.e. chémeur or
8-relation).

There are admittedly a few potential problems with this account.

In particular, since in Greek Raising there is a copy of the raised
nominal in the lower clause, is it the copy or the matrix object that is
congidered to bear the relevant grammatical relation in the lower
clause? It may be necessary to stirulate something to the effect that a
copy counts the same aa the form of which it is a copy in terms of
satisfying the well-formedness conditions and the "is" relationship
utilized in the Raising well-formedness conditions (i.e. in (31) and
(32)). Alternatively, the existence of a chain of "control" linking the
matrix object with its copy in the lower clause may be gufficient. This
particular problem, however, is not a problem just for Copy Raising but
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rather is a general problem of determining how the overall syntactic
framework should treat copies of nominals that bear particular
grammatical relations.

Still, in this framework, the problem posed by the apparent
simultaneity of these two changes--the change in what can raise and the
change in the status of Sneaky Passives~—finds a straightforward
solution, for the change from (31) to (32) automatically triggers the
change in the acceptability of Sneaky Passives. The ease with which the
nonderivational framework can account for these two changes is striking,
for it contrasts with the extra machinery and extra assumptions needed in
a derivational account of the changes.

For convenience in exposition, a derivational framework is assumed
here in which rules are stated in terms of grammatical relations; this
decision allows for easier comparison with the nondeirvational account
outlined above, for rules in that account are so stated. The main
assumption behind a derivational approach is that syntactic rules convert
an initial structure into a surface structure through a series of
sequentially-ordered steps (phrase markers, in the terminology of
transformational grammmar). Raising, therefore, in such a framework is a
"process" by which a nominal in a lower clause becomes the object in a
higher clause. For the sentence-type under consideration, i.e. sentences
parallel in structure to (26), it has been established (see above,
earlier in this section) that two derivations--two sets of sequentially
applied syntactic rules—-are possible: first Pagsive in the lower clause
followed by Raising in the higher clause but also the "Sneaky" Passive
derivation with first Raising in the higher clause and then Passive
applying "sneakily" in the lower clause left intact by Copy Raising.

It is well-known that the assumption of sequentially-ordered rulzss
in syntax has led to the recognition of the neced for the cyclic
application of syntactic rules. That is to say, natural languages
exhibit syntactic phenomena, well-discussed in the literature,<® which
require recourse to a device such as cyclic rule application in order to
be accounted for in a derivational framework. In cyclic rule
application, syntactic rules apply as a block sentence by sentence from
the most deeply embedded clause in the phrase marker to the topmost
(matrix) clause. In a derivational framework, therefore, the cycle has
been posited as a linguistic universal.

Similarly, along with the cycle, it turns out that there are
phenomena in natural languages which require the imposition of a
constraint—--the Strict Cyclicity constraint--which prevents a rule from
applying (or reapplying, as the case may be) into an already cycled-on
domain. With such a constraint, once a higher clause has been reached in
the cyclic application of rules, a lower clause--an already cycled-on
domain--would not be a possible domain for a rule. With Strict
Cyclicity, rules cannot "reach down", so to speak, so as to apply
entirely within a cyclic domain that has already been passed. As with
the cycle itself, the Strict Cyclicity condition has been proposed as a
linguistic universal.

However, in at least some versions of derivational frameworks,
there are rules which can be called noncyclic or postcyclic, i.e. they
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are not "in" the cycle. These rules, moreover, can apply freely into
already cycled-on embedded clauses. An example of such a rule would be
Relativization or Question Movement;25 thus a question word which
originates in an embedded clause nonetheless can be fronted when the
matrix clause is reached after the cycle, as in (23), where the ¢
indicates the deep structure point of origination of the question word:

33. Who did Sally think John felt Bill was ready to hit ¢?

One interpretation of this observation is that the principle of Strict
Cyclicity is valid only for cyclic rules, and does not hold, universally
it would be posited, for rules not in the cycle (whether demonstrably
post-cyclic or’simply not demonstrably cyclic) rules. .This is an
interpretation which becomes crucial later on in the discussion.

Thus, a derivational framework has derivations, it has the cycle,
and it has 8 principle of Strict Cyclicity that is restricted to cyclic
rules. Given these elements of the framework, the change in Greek Copy
Raising would automatically trigger a change in the status of Sneaky
Passives. For Ancient Greek, the framework just outlined would allow
only the derivation of Raising cum Passive sentences such as (26) only
via the derivation in which Passive applied in the lower clause and then
Raising applied in the higher clause to raise the now passive agent to
object status (recall that in Ancient Greek, Raising could operate on
nonsubject nominals). The other possible derivation--the "Sneaky"
Passive derivation by which first Raising applied in the higher clause
and then Passive "snuck" down into the lower clause to apply and put the
original subject into an agentive phrase—would be ruled out becuse it
would violate the principle of Strict Cyclicity (by reaching down into an
already cycled-on domain).

Therefore, the change in which nominals were eligible for Raising
(see (31) and (32) sbove) would be reflected also in a change in the
status of Sneaky Passive sentences such as (30), because the only way
(30) could be derived in this framework is by Raising an oblique
(agentive) nominal (the other derivation being ruled out by Strict
Cyclicity). A restriction on what can raise—from any nominal tc only
subjects—therefore automatically leads to a situation in which the only
possible derivation for a sentence is systematically ruled out. Such a
sentence is thus ungramsatical, for it cannot be derived.

At this point, from a comparison of the derivational account Just
presented and the nonderivational account preceding it, it would appear
that the two accounta are equivalent. In both accounts, the change in
Sneaky Passives falls out as an automatic consequence of the change in
Copy Raising acting in concert with certain aspects of each framework
that are either built-in or are universsl parts of the theory in guestion
(as the cycle is in a derivational framevork) .

However, on closer inspection, it turns out that there is a crucial
difference between the two accounts. In particular, the derivational
account must make one further, unwarranted and thus unmotivated
assumption.
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It came out earlier in the discussion that under certain
interpretations of the way in which rules such as Question Movement
operate, the principle of Strict Cyclicity would have to be valid only
for cyclic rules. The consequence of such a restriction of this
principle, however, is that only as long as Passive is a cyclic rule will
it be constrained by Strict Cyclicity so as not to apply "sneskily" into
an already cycled-on domain. That means that the derivational account
must make the additional assumption that the rule of Passive stayed as a
cyclic rule between Ancient Greek and Modern Greek, i.e. that it
maintained its "cycle-type" and did not become noncyclic. This is a
result which could be guaranteed by an appropriate typology of cyclic
rules, such that a rule with properties such as the Passive rule has
would necessarily be a cyclic rule, but in the absence of such a
typology,<® it would constitute an extra assumption necessary in a
derivational framework. This result would mean further that the
ungrammaticality of Sneaky Passive centences in Modern Greek really is
not an automatic consequence of the change in Copy Raising, for Sneaky
Passives could have remained grammatical if Passive had changed its cycle
typre and become a noncyclic rule (and thus not subject to Strict
Cyclicity).

Furthermore, there is some evidence to suggest that rules can
change their cycle type diachronically and move from being a cyclic rule
to being noncyclic. 1In particular, Reflexivization (at least the
so-called "Direct Reflexivization") in Ancient Greek, as best as can be

. determined, was probably a cyclic rule, inasmuch as it interacts with
apparent EQUI and Raising constructions much as Reflexivization in
English interacts with the English analogues of those constructions.
Since that interaction in English has generally been taken as evidence
for the cyclicity of Reflexivization in English, a similar conclusion can
be drawn for Ancient Greek Reflexivization.2’ However, in Modern Greek,
due in part to the change in the morphological make~-up of the reflexive
expression (see the discussion in section 3 regarding (19) and (20)),
Reflexivization must be taken as a moncyclic rule. The crucial sentences
that lead to this conclusion are the following:

34. a. den 6a afiso ton eafto mu na me katastrepsi
NEG FUT 1let/1SG the-self/ACC my PRT me/ACC destroy/3SG
'T won't let myself destroy myself’ (literally: "I won't
let myself that he destroy me")

b. *den 0a afiso ton cafto mu na katastrepsi ton eafto tu

his
c. #*den 6a afiso ton eafto mu na katastrepsi ton eafto mu

my.

If Reflexivization were cyclic, them it would be expected that (34c),
with multiple occurrences of tom eafto mu, in both the lower clause and
the higher clause, would be grammatical. However, (34c) is
ungrammatical, as is (34b), where there is a reflexive form in the lower
clause but the possessive that occurs with it is third person (agreeing
with the person of the refleaive in the higher clause). The only
acceptable version of such a sentence with Raising and Reflexivization28
is that given in (34a), in which there is Raising and Reflexivization in
the higher clause but no evidence of Reflexivization in the lower
clause. Such facts run counter to the predictions made by an assumption
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of cyclicity for Reflexivization in Modern Greek, so it can be concluded
that the rule is noncyclic in this stage of the language and that
therefore Reflexivization has changed its cycle-type between Ancient
Greek and Modern Greek.29

An additional example of a change in cycle-type of a rule has been
proposed by Haiman 1974. He argues that various phenomena connected with
the Verb-Second constraint in Germanic languages first entered particular
grammars as postcyclic procesves, subsequently became cyclic, and in some
cases forced a deep structure reanalysis. For instance, he points to the
fact that many dummy pronoun insertions (e.g. the it of English
it-Extraposition, there of there-insertion, etc.) are cyclic in modern
Germanic languages but appear to be postcyclic in earlier stages of the
langauges in question. A similar analysis is offered for the Verb-Second
Constraint itself.

These two examples, Greek Reflexivization and the Germanic
Verb-Second constraint, suggest that a change in cycle-type is a possible
type of change that a rule (or grammatical constraint) can undergo in a
derivational theory. That being the case, the change in Sneaky Passives
can only be an automatic consequence of the change in what can undergo
Raising if it is assumed that Passive stayed a cyclic rule in Greek (or
if an adequate typology of cyclic rules is developed--see footnote 26);
since there is no reason, in the absence of a suitable typology, why
Passive should remain cyclic, it must be concluded that the derivational
account cannot adequately characterize a relationship between the change
in Sneaky Passives and the change in Copy Raising.

Thus the nonderivational account actually provides a better
explanation of these changes in Greek than the derivational account does,
for it does not require the additional ad hoc assumption regarding the
raintenance of cycle-type for Passive. Consequently, the nonderivational
account is to be preferred. These differences are summarized in (35):

35. In order for the change in Sneaky Passive to be automatically
accounted for:

a. a derivational account needs:

i. the cycle and a principle of Strict Cyclicity valid
for cyclic rules (this is given by the theory)
ii. the change in the Raising rule (see (31) and (32))
iii. the assumption that Passive maintains its cycle~type
and is therefore subject to Strict Cyclicity

b. a nonderivational account needs:

i. a notion of levels to which syntactic rules can make
reference (this is given by the theory--in the
version of nonderivational grammar assumed here)

ii. the change in the Raising rule (see (31) and (32)).

The nonderivational account has no derivations and therefore no

cycle; the problem of change in cycle-type is, for such a framework,
really only a pseudo-problem, for it is one that is forced only by the
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ground rules of the derivational fremework. Thus this syntactic change
in Greek makes it clear how a derivational framework is burdened by all
sorts of extra devices and machinery, such as the cycle, as well as
problems, such as a change in cycle- type, that are, in a real sense,
nothing more than artifacts of these extra devices.

5. Conclusion

By way of conclusion, a summary of the results developed here can
be given, as well as a recognition of some remaining problems.

First, it should be clear that automatic syntactic changes do
exist, even though some of the previous attempts at uncovering such
changes are p